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Learning objectives

Understand a genome-wide association study (GWAS) and the concept of a 
hypothesis-free approach to studying genetic associations.

Have a working knowledge of the different steps involved in the conduct of GWAS, 
including study design, quality control and basic analyses.

Be able to interpret and critically appraise evidence from genome-wide association 
studies.

Understand the relevance of replication, meta-analysis and consortia, and multi-
ancestry approaches, in genome-wide association studies.

Appreciate the use of post-GWAS analyses including fine mapping, gene and pathway 
analyses, and the concept of causal variants.



Lecture plan

• Recap & fallout from last lecture

• Gaining biological knowledge from GWAS

• Biological examples

• Heritability and prediction



Recap MZ
Twins

DZ
Twins

1. Most human traits are highly heritable
A large proportion of population variation is explained by genetics

2. For many ‘complex’ 
traits, this is  caused by 
lots of variants with small 
effects

Effect 
size

Genotype frequency
Very rare rare commonVery common

3. To find these genetic variants, we can use genome-wide 
association study methodology.
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varies by chromosome; when plotted against average recombination
rate on each chromosome (estimated from pedigree-based genetic
maps) these differences largely disappear (Supplementary Fig. 6).
Similarly, the distribution of haplotype length across chromosomes
is less variable when measured in genetic rather than physical
distance. For example, the median length of haplotypes is 54.4 kb
on chromosome 1 compared to 34.8 kb on chromosome 21. When
measured in genetic distance, however, haplotype length is much
more similar: 0.104 cM on chromosome 1 compared to 0.111 cM on
chromosome 21 (Supplementary Fig. 9).
The exception is again the X chromosome, which has more

extensive haplotype structure after accounting for recombination
rate (median haplotype length ¼ 0.135 cM). Multiple factors could

explain different patterns on the X chromosome: lower SNP density,
smaller sample size, restriction of recombination to females and
lower effective population size.

A view of LD focused on the putative causal SNP
Although genealogy and recombination provide insight into why
nearby SNPs are often correlated, it is the redundancies among SNPs
that are of central importance for the design and analysis of
association studies. A truly comprehensive genetic association
study must consider all putative causal alleles and test each for its
potential role in disease. If a causal variant is not directly tested in the
disease sample, its effect can nonetheless be indirectly tested if it is
correlated with a SNP or haplotype that has been directly tested.

Figure 8 | Comparison of linkage disequilibrium and recombination for two
ENCODE regions. For each region (ENr131.2q37.1 and ENm014.7q31.33),
D 0 plots for the YRI, CEU and CHBþJPTanalysis panels are shown: white,
D 0 , 1 and LOD , 2; blue, D 0 ¼ 1 and LOD , 2; pink, D 0 , 1 and
LOD $ 2; red,D 0 ¼ 1 and LOD $ 2. Below each of these plots is shown the

intervals where distinct obligate recombination events must have occurred
(blue and green indicate adjacent intervals). Stacked intervals represent
regions where there aremultiple recombination events in the sample history.
The bottom plot shows estimated recombination rates, with hotspots shown
as red triangles46.

NATURE|Vol 437|27 October 2005 ARTICLES

1307

e.g. genotype cases and controls at a dense set of markers 
across the genome, and do a statistical test of association. 
Relies on block-like structure of LD to access untyped variants.

Aim to uncover the underlying biology of disease.



Last time – basic GWAS approach
Basic idea: try to find causal effects of genetic variants on phenotypes.

G
g

Many traits are heritable but complex:  caused by many 
genetic variants with small effects across the genome (along 
with environmental factors, interactions, …)

Strategy: use genome-wide genotyping and imputation to access as much genetic 
variation as possible.  For a disease phenotype, a case-control (or population control) design 
then allows us to directly estimate the relative risk of each variant.

=
𝑃 disease|genotype 𝐺
𝑃 disease|genotype 𝑔Relative risk

The accuracy of our estimates, and the power to detect nonzero effects, depends mainly 
on the sample size and the frequency of the variant:

Standard error(log𝑂𝑅) ≈
1

𝑁×𝑓 1 − 𝑓 ×𝜙(1 − 𝜙)

Sample size Genotype frequency
Ratio of cases to 
controls in study

Measures the association  between genotype and phenotype.
Estimated as an odds ratio in the study



Three potential problems

Experimental confounding - for example, differential 
genotyping between cases and controls.

Case-control designs do not control for confounding – this has to be done in the analysis stage.
Association picks up all ‘causal’ paths from genotype to phenotype.
There are at least three important ways the study could be confounded:

G
g

Experiment
al setup

Genotyping 
process

G
g

Population
structure

Case/control
sampling

Confounding by population structure –
for example, if the sampling structure, or the true 
distribution of the phenotype, happens to covary 
with genetic background

Confounding by LD
Nearby variants are correlated (in linkage disquilibrium)  because 
of population genetic drift broken down by recombination.  This 
makes it easier to detect association, but harder to narrow down 
to the actual causal variant.

G
g

H
h

Linkage disequilibrium



Consolidation question from last lecture
WTCCC2 GWAS of multiple sclerosis (9,772 cases and 7,376 controls).

www.well.ox.ac.uk/wtccc2/ms/
(I think this requires the trailing /)

Can you explain?

http://www.well.ox.ac.uk/wtccc2/ms/


All GWAS should report data in a way that can be re-used by future studies.
This study used several previous GWAS to conduct replication.  All the details are given in a 
supplementary table:

Discovery and overall 
data as on web page

Evidence for the same 
effect direction was 

seen separately in both 
arms of the discovery…

…and in the 
combined 

replication...

…and in most of the individual 
replication studies.

This is a common analysis approach: to gain sample size, use meta-analysis to combine results 
across several component studies.  Then look for consistency between the studies.

𝛽meta = '
!

𝛽!
𝑣!

×v"#$%v"#$% = 1/ '
!

1
𝑣!

(Where v denotes squared standard error)

” Inverse variance weighted fixed-effect meta-analysis“, gives results approximately equal to joint analysis of genotype data.

Anatomy of an association analysis



LETTER
doi:10.1038/nature10251

Genetic risk and a primary role for cell-mediated
immune mechanisms in multiple sclerosis
The International Multiple Sclerosis Genetics Consortium* & the Wellcome Trust Case Control Consortium 2*

Multiple sclerosis is a common disease of the central nervous
system in which the interplay between inflammatory and neuro-
degenerative processes typically results in intermittent neuro-
logical disturbance followed by progressive accumulation of
disability1. Epidemiological studies have shown that genetic factors
are primarily responsible for the substantially increased frequency
of the disease seen in the relatives of affected individuals2,3, and
systematic attempts to identify linkage in multiplex families have
confirmed that variation within the major histocompatibility
complex (MHC) exerts the greatest individual effect on risk4.
Modestly powered genome-wide association studies (GWAS)5–10

have enabled more than 20 additional risk loci to be identified
and have shown that multiple variants exerting modest individual
effects have a key role in disease susceptibility11. Most of the genetic
architecture underlying susceptibility to the disease remains to be
defined and is anticipated to require the analysis of sample sizes
that are beyond the numbers currently available to individual
research groups. In a collaborative GWAS involving 9,772 cases
of European descent collected by 23 research groups working in 15
different countries, we have replicated almost all of the previously
suggested associations and identified at least a further 29 novel
susceptibility loci. Within the MHC we have refined the identity
of the HLA-DRB1 risk alleles and confirmed that variation in the
HLA-A gene underlies the independent protective effect attri-
butable to the class I region. Immunologically relevant genes are
significantly overrepresented among those mapping close to the
identified loci and particularly implicate T-helper-cell differenti-
ation in the pathogenesis of multiple sclerosis.
We performed a large GWAS as part of the Wellcome Trust Case

Control Consortium 2 (WTCCC2) project. Cases were recruited
through the International Multiple Sclerosis Genetics Consortium
(IMSGC) and compared with the WTCCC2 common control set12,13

supplemented by data from the control arms of existing GWAS. We
introduced a number of novel quality control methods for processing
these data sets (see Supplementary Information), which ultimately
provided reliable information from 9,772 cases and 17,376 controls
(Fig. 1a). After single nucleotide polymorphism (SNP)-based quality
controls, data from 465,434 autosomal SNPs, common to all internally
and externally generated data sets, were available for analysis.
The multi-population nature of our study (Fig. 1a, b) afforded an

opportunity to assess various published approaches for controlling the
potential confounding effects of population structure, several of which
(in the event) proved unhelpful (see Supplementary Information).
Although not common in primary GWAS undertaken to date, the
challenge of combining data across populations, in contexts where
not all case samples have controls available from the same population
(thus precluding standard meta-analytical techniques), may become
more routine as study sizes increase.
We attempted analyses of the non-United Kingdom (UK) data with

the now widespread technique of using principal components as
covariates to correct for structure. However, even use of all seven top
principal components that captured genome-wide effects in our data

resulted in an unacceptably high genomic inflation: for example, the
genomic control factor14 (l) was l5 1.2.We tried to reduce the genomic
inflationbydiscarding the case samples that seemed leastwellmatched to
control sets. Removal of half the available cases in this fashion only
reduced l to 1.1. In another approach to handling structure, statistical
clustering algorithmswere successful in identifying subgroupsof thedata
within which cases and controls seemed well matched for ancestry (see
Supplementary Fig. 17). However, tests within these subgroups com-
bined via fixed-effects meta-analysis also yielded unacceptably high
genomic inflation (l.1.4) in an analysis with sevenmatched subgroups
of cases and controls. Lastly, we applied a novel variance components
method (similar to one described previously15), separately to the UK and
non-UK data sets, which explicitly accounts for correlations among the

*A list of authors and their affiliations appears at the end of the paper; membership of both consortia is listed in Supplementary Information.
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Figure 1 | Distribution of cases and controls. a, b, All cases and controls were
drawn from populations with European ancestry; cases from 15 countries and
controls from8. a, Numbers of case (red) and control (black) samples fromeach
country. b, The projection of samples onto the first two principal components
of genetic variation, with cases shown on the left and controls on the right. The
axes are orientated to approximate the geography, and samples are colour
coded as indicated in the legend. NZ, New Zealand. We genotyped the cases
(9,772) and some Swedish controls (527) using the Illumina Human 660-Quad
platform, and the UK controls (5,175, the WTCCC2 common control set12,13)
using the Illumina 1.2M platform. All other controls were genotyped externally
using various Illumina genotyping systems (see Supplementary Information).
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Dealing with population structure

This study suffered from a key 
problem.  Can you see what it is?# cases /

# controls
Per country
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Genetic risk and a primary role for cell-mediated
immune mechanisms in multiple sclerosis
The International Multiple Sclerosis Genetics Consortium* & the Wellcome Trust Case Control Consortium 2*

Multiple sclerosis is a common disease of the central nervous
system in which the interplay between inflammatory and neuro-
degenerative processes typically results in intermittent neuro-
logical disturbance followed by progressive accumulation of
disability1. Epidemiological studies have shown that genetic factors
are primarily responsible for the substantially increased frequency
of the disease seen in the relatives of affected individuals2,3, and
systematic attempts to identify linkage in multiplex families have
confirmed that variation within the major histocompatibility
complex (MHC) exerts the greatest individual effect on risk4.
Modestly powered genome-wide association studies (GWAS)5–10

have enabled more than 20 additional risk loci to be identified
and have shown that multiple variants exerting modest individual
effects have a key role in disease susceptibility11. Most of the genetic
architecture underlying susceptibility to the disease remains to be
defined and is anticipated to require the analysis of sample sizes
that are beyond the numbers currently available to individual
research groups. In a collaborative GWAS involving 9,772 cases
of European descent collected by 23 research groups working in 15
different countries, we have replicated almost all of the previously
suggested associations and identified at least a further 29 novel
susceptibility loci. Within the MHC we have refined the identity
of the HLA-DRB1 risk alleles and confirmed that variation in the
HLA-A gene underlies the independent protective effect attri-
butable to the class I region. Immunologically relevant genes are
significantly overrepresented among those mapping close to the
identified loci and particularly implicate T-helper-cell differenti-
ation in the pathogenesis of multiple sclerosis.
We performed a large GWAS as part of the Wellcome Trust Case

Control Consortium 2 (WTCCC2) project. Cases were recruited
through the International Multiple Sclerosis Genetics Consortium
(IMSGC) and compared with the WTCCC2 common control set12,13

supplemented by data from the control arms of existing GWAS. We
introduced a number of novel quality control methods for processing
these data sets (see Supplementary Information), which ultimately
provided reliable information from 9,772 cases and 17,376 controls
(Fig. 1a). After single nucleotide polymorphism (SNP)-based quality
controls, data from 465,434 autosomal SNPs, common to all internally
and externally generated data sets, were available for analysis.
The multi-population nature of our study (Fig. 1a, b) afforded an

opportunity to assess various published approaches for controlling the
potential confounding effects of population structure, several of which
(in the event) proved unhelpful (see Supplementary Information).
Although not common in primary GWAS undertaken to date, the
challenge of combining data across populations, in contexts where
not all case samples have controls available from the same population
(thus precluding standard meta-analytical techniques), may become
more routine as study sizes increase.
We attempted analyses of the non-United Kingdom (UK) data with

the now widespread technique of using principal components as
covariates to correct for structure. However, even use of all seven top
principal components that captured genome-wide effects in our data

resulted in an unacceptably high genomic inflation: for example, the
genomic control factor14 (l) was l5 1.2.We tried to reduce the genomic
inflationbydiscarding the case samples that seemed leastwellmatched to
control sets. Removal of half the available cases in this fashion only
reduced l to 1.1. In another approach to handling structure, statistical
clustering algorithmswere successful in identifying subgroupsof thedata
within which cases and controls seemed well matched for ancestry (see
Supplementary Fig. 17). However, tests within these subgroups com-
bined via fixed-effects meta-analysis also yielded unacceptably high
genomic inflation (l.1.4) in an analysis with sevenmatched subgroups
of cases and controls. Lastly, we applied a novel variance components
method (similar to one described previously15), separately to the UK and
non-UK data sets, which explicitly accounts for correlations among the

*A list of authors and their affiliations appears at the end of the paper; membership of both consortia is listed in Supplementary Information.
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Figure 1 | Distribution of cases and controls. a, b, All cases and controls were
drawn from populations with European ancestry; cases from 15 countries and
controls from8. a, Numbers of case (red) and control (black) samples fromeach
country. b, The projection of samples onto the first two principal components
of genetic variation, with cases shown on the left and controls on the right. The
axes are orientated to approximate the geography, and samples are colour
coded as indicated in the legend. NZ, New Zealand. We genotyped the cases
(9,772) and some Swedish controls (527) using the Illumina Human 660-Quad
platform, and the UK controls (5,175, the WTCCC2 common control set12,13)
using the Illumina 1.2M platform. All other controls were genotyped externally
using various Illumina genotyping systems (see Supplementary Information).
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Dealing with population structure

# cases /
# controls
Per country

  

Results 

Controlling for population structure 
 
Acknowledging that it is probably impossible to completely eliminate stratification artefacts 
while still maintaining adequate power, we tried several approaches to cope with this issue 
and used estimates of λ, the genomic inflation factor,36,37 as the primary quantity for judging 
the extent to which the confounding effects of structure had been removed. This parameter is 
the ratio between the median observed test statistic and the median expected under the null. 
The parameter thus estimates the factor by which test statistics are inflated in the majority of 
SNPs.38 Two main reasons for an elevated λ are population structure between cases and 
controls and the polygenic architecture of the phenotype under which very many of the tested 
SNPs are truly associated but each only exerts a very modest individual effect.39,40 In line with 
our previous observations22 we saw little evidence for inflation when analysis was restricted 
to the UK alone. However, substantial inflation was apparent when the rest of the data were 
included in the analysis (see Figure S15). Since, on the one hand, there are obvious sources 
for spurious population structure effects in our non-UK part of the data set and, on the other 
hand, we have previously observed evidence for polygenic architecture underlying 
susceptibility to multiple sclerosis41, it is likely that the observed genomic inflation reflects 
both of these components. But we are not able to convincingly separate these two sources of 
inflation from each other by any statistical approach. In Figure S15 and the rest of this section 
where SNPTESTv2 (www.stats.ox.ac.uk/~marchini/software/gwas/snptest.html ) was used, 
we tested each SNP for association using the frequentist model which is additive for log-odds, 
incorporating uncertainty in individuals' genotype calls and using a score test to calculate p-
values. 
 

 
 
Figure S15. Q-Q plots without any correction for structure. Plots based on the UK data alone 
are shown on the top row and those based on the frequentist fixed effect meta-analysis of UK 
and non-UK data sets are shown on the bottom row. In each row the plot for the whole 
genome is shown on the left and that obtained after excluding the MHC is shown on the right. 
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This is a quantile-quantile plot of all association
tests genome-wide. It shows vastly inflated –
log10 P-values.

(A more advanced way to do this distinguishing
structure from polygenicity is LD score
regression – covered in a later lecture).

G
g

Population
structure

Case/control
sampling

Answer: very strong confounding by 
population structure / sampling

Expected –log10 
P-value

Actual –
log10 P-

value
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Genetic risk and a primary role for cell-mediated
immune mechanisms in multiple sclerosis
The International Multiple Sclerosis Genetics Consortium* & the Wellcome Trust Case Control Consortium 2*

Multiple sclerosis is a common disease of the central nervous
system in which the interplay between inflammatory and neuro-
degenerative processes typically results in intermittent neuro-
logical disturbance followed by progressive accumulation of
disability1. Epidemiological studies have shown that genetic factors
are primarily responsible for the substantially increased frequency
of the disease seen in the relatives of affected individuals2,3, and
systematic attempts to identify linkage in multiplex families have
confirmed that variation within the major histocompatibility
complex (MHC) exerts the greatest individual effect on risk4.
Modestly powered genome-wide association studies (GWAS)5–10

have enabled more than 20 additional risk loci to be identified
and have shown that multiple variants exerting modest individual
effects have a key role in disease susceptibility11. Most of the genetic
architecture underlying susceptibility to the disease remains to be
defined and is anticipated to require the analysis of sample sizes
that are beyond the numbers currently available to individual
research groups. In a collaborative GWAS involving 9,772 cases
of European descent collected by 23 research groups working in 15
different countries, we have replicated almost all of the previously
suggested associations and identified at least a further 29 novel
susceptibility loci. Within the MHC we have refined the identity
of the HLA-DRB1 risk alleles and confirmed that variation in the
HLA-A gene underlies the independent protective effect attri-
butable to the class I region. Immunologically relevant genes are
significantly overrepresented among those mapping close to the
identified loci and particularly implicate T-helper-cell differenti-
ation in the pathogenesis of multiple sclerosis.
We performed a large GWAS as part of the Wellcome Trust Case

Control Consortium 2 (WTCCC2) project. Cases were recruited
through the International Multiple Sclerosis Genetics Consortium
(IMSGC) and compared with the WTCCC2 common control set12,13

supplemented by data from the control arms of existing GWAS. We
introduced a number of novel quality control methods for processing
these data sets (see Supplementary Information), which ultimately
provided reliable information from 9,772 cases and 17,376 controls
(Fig. 1a). After single nucleotide polymorphism (SNP)-based quality
controls, data from 465,434 autosomal SNPs, common to all internally
and externally generated data sets, were available for analysis.
The multi-population nature of our study (Fig. 1a, b) afforded an

opportunity to assess various published approaches for controlling the
potential confounding effects of population structure, several of which
(in the event) proved unhelpful (see Supplementary Information).
Although not common in primary GWAS undertaken to date, the
challenge of combining data across populations, in contexts where
not all case samples have controls available from the same population
(thus precluding standard meta-analytical techniques), may become
more routine as study sizes increase.
We attempted analyses of the non-United Kingdom (UK) data with

the now widespread technique of using principal components as
covariates to correct for structure. However, even use of all seven top
principal components that captured genome-wide effects in our data

resulted in an unacceptably high genomic inflation: for example, the
genomic control factor14 (l) was l5 1.2.We tried to reduce the genomic
inflationbydiscarding the case samples that seemed leastwellmatched to
control sets. Removal of half the available cases in this fashion only
reduced l to 1.1. In another approach to handling structure, statistical
clustering algorithmswere successful in identifying subgroupsof thedata
within which cases and controls seemed well matched for ancestry (see
Supplementary Fig. 17). However, tests within these subgroups com-
bined via fixed-effects meta-analysis also yielded unacceptably high
genomic inflation (l.1.4) in an analysis with sevenmatched subgroups
of cases and controls. Lastly, we applied a novel variance components
method (similar to one described previously15), separately to the UK and
non-UK data sets, which explicitly accounts for correlations among the

*A list of authors and their affiliations appears at the end of the paper; membership of both consortia is listed in Supplementary Information.
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Figure 1 | Distribution of cases and controls. a, b, All cases and controls were
drawn from populations with European ancestry; cases from 15 countries and
controls from8. a, Numbers of case (red) and control (black) samples fromeach
country. b, The projection of samples onto the first two principal components
of genetic variation, with cases shown on the left and controls on the right. The
axes are orientated to approximate the geography, and samples are colour
coded as indicated in the legend. NZ, New Zealand. We genotyped the cases
(9,772) and some Swedish controls (527) using the Illumina Human 660-Quad
platform, and the UK controls (5,175, the WTCCC2 common control set12,13)
using the Illumina 1.2M platform. All other controls were genotyped externally
using various Illumina genotyping systems (see Supplementary Information).
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Dealing with population structure

# cases /
# controls
Per country G

g
Population
structure

Case/control
sampling

Answer: very strong confounding by 
population structure / sampling

1. Use genome-wide genotypes to estimate genetic 
relatedness between samples

2. Include the relatedness as a covariate in the 
association test

Solution:



Using regression to test for association
(instead of the 2x2 table method)
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Genetic risk and a primary role for cell-mediated
immune mechanisms in multiple sclerosis
The International Multiple Sclerosis Genetics Consortium* & the Wellcome Trust Case Control Consortium 2*

Multiple sclerosis is a common disease of the central nervous
system in which the interplay between inflammatory and neuro-
degenerative processes typically results in intermittent neuro-
logical disturbance followed by progressive accumulation of
disability1. Epidemiological studies have shown that genetic factors
are primarily responsible for the substantially increased frequency
of the disease seen in the relatives of affected individuals2,3, and
systematic attempts to identify linkage in multiplex families have
confirmed that variation within the major histocompatibility
complex (MHC) exerts the greatest individual effect on risk4.
Modestly powered genome-wide association studies (GWAS)5–10

have enabled more than 20 additional risk loci to be identified
and have shown that multiple variants exerting modest individual
effects have a key role in disease susceptibility11. Most of the genetic
architecture underlying susceptibility to the disease remains to be
defined and is anticipated to require the analysis of sample sizes
that are beyond the numbers currently available to individual
research groups. In a collaborative GWAS involving 9,772 cases
of European descent collected by 23 research groups working in 15
different countries, we have replicated almost all of the previously
suggested associations and identified at least a further 29 novel
susceptibility loci. Within the MHC we have refined the identity
of the HLA-DRB1 risk alleles and confirmed that variation in the
HLA-A gene underlies the independent protective effect attri-
butable to the class I region. Immunologically relevant genes are
significantly overrepresented among those mapping close to the
identified loci and particularly implicate T-helper-cell differenti-
ation in the pathogenesis of multiple sclerosis.
We performed a large GWAS as part of the Wellcome Trust Case

Control Consortium 2 (WTCCC2) project. Cases were recruited
through the International Multiple Sclerosis Genetics Consortium
(IMSGC) and compared with the WTCCC2 common control set12,13

supplemented by data from the control arms of existing GWAS. We
introduced a number of novel quality control methods for processing
these data sets (see Supplementary Information), which ultimately
provided reliable information from 9,772 cases and 17,376 controls
(Fig. 1a). After single nucleotide polymorphism (SNP)-based quality
controls, data from 465,434 autosomal SNPs, common to all internally
and externally generated data sets, were available for analysis.
The multi-population nature of our study (Fig. 1a, b) afforded an

opportunity to assess various published approaches for controlling the
potential confounding effects of population structure, several of which
(in the event) proved unhelpful (see Supplementary Information).
Although not common in primary GWAS undertaken to date, the
challenge of combining data across populations, in contexts where
not all case samples have controls available from the same population
(thus precluding standard meta-analytical techniques), may become
more routine as study sizes increase.
We attempted analyses of the non-United Kingdom (UK) data with

the now widespread technique of using principal components as
covariates to correct for structure. However, even use of all seven top
principal components that captured genome-wide effects in our data

resulted in an unacceptably high genomic inflation: for example, the
genomic control factor14 (l) was l5 1.2.We tried to reduce the genomic
inflationbydiscarding the case samples that seemed leastwellmatched to
control sets. Removal of half the available cases in this fashion only
reduced l to 1.1. In another approach to handling structure, statistical
clustering algorithmswere successful in identifying subgroupsof thedata
within which cases and controls seemed well matched for ancestry (see
Supplementary Fig. 17). However, tests within these subgroups com-
bined via fixed-effects meta-analysis also yielded unacceptably high
genomic inflation (l.1.4) in an analysis with sevenmatched subgroups
of cases and controls. Lastly, we applied a novel variance components
method (similar to one described previously15), separately to the UK and
non-UK data sets, which explicitly accounts for correlations among the

*A list of authors and their affiliations appears at the end of the paper; membership of both consortia is listed in Supplementary Information.
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Figure 1 | Distribution of cases and controls. a, b, All cases and controls were
drawn from populations with European ancestry; cases from 15 countries and
controls from8. a, Numbers of case (red) and control (black) samples fromeach
country. b, The projection of samples onto the first two principal components
of genetic variation, with cases shown on the left and controls on the right. The
axes are orientated to approximate the geography, and samples are colour
coded as indicated in the legend. NZ, New Zealand. We genotyped the cases
(9,772) and some Swedish controls (527) using the Illumina Human 660-Quad
platform, and the UK controls (5,175, the WTCCC2 common control set12,13)
using the Illumina 1.2M platform. All other controls were genotyped externally
using various Illumina genotyping systems (see Supplementary Information).
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Plot of first two principal components obtained 
from the genetic relatedness matrix

outcome ~ genotype +

Include a genetic relatedness matrix computed from 
genome-wide genotypes in the association test

outcome ~ genotype + 𝑃𝐶𝑠

1. Logistic regression including 
principal components

2. Linear mixed model

Uses just the strongest directions of variation 
in relatedness (population structure)

Uses the entire matrix of relationships

  

the small effects of SNPs genome-wide and this ability to more accurately model the 
phenotype may also gain us power to see individual associations at some of the SNPs.  

 
 
Figure S18. Q-Q plots using linear mixed model. Plots are equivalent to those shown in 
Figure S16 but using the linear mixed model. Top row UK alone, bottom row fixed effects 
meta-analysis of UK and non-UK data, left hand including the MHC and right hand excluding 
the MHC. 
 
Validation of the Linear Mixed Model Approach 
 
Even though the overall genome-wide distribution of the test statistic in the linear mixed 
model scan is well controlled for population structure as measured by λ, there could still exist 
some SNPs that are highly differentiated between European populations and that could 
produce spurious association signals. To investigate this we considered the impact of 
including the seven primary PCs as covariates in the linear mixed model scan. Figure S19 
shows that the results of the linear mixed model at our 102 lead SNPs in the non-UK data set 
are not affected by adding seven PCs as covariates in the linear mixed model, but that the 
results between logistic regression with seven PCs and the linear mixed model (without PCs) 
are different. These results are in accordance with the genomic-inflation factors (λ=1.015 for 
linear mixed model in non-UK and λ=1.22 for logistic regression with 7 PCs in non-UK) and 
suggest that for our lead SNPs the structure captured by the leading PCs is well accounted for 
by the linear mixed model, but not vice-versa. We only considered the non-UK data set here 
because in the UK data the effects of the structure corrections are very modest. 
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Fine-mapping type 2 diabetes loci to single-variant 
resolution using high-density imputation and 
islet-specific epigenome maps
We expanded GWAS discovery for type 2 diabetes (T2D) by combining data from 898,130 European-descent individuals  
(9% cases), after imputation to high-density reference panels. With these data, we (i) extend the inventory of T2D-risk  
variants (243 loci, 135 newly implicated in T2D predisposition, comprising 403 distinct association signals); (ii) enrich discov-
ery of lower-frequency risk alleles (80 index variants with minor allele frequency < 5%, 14 with estimated allelic odds ratio > 2); 
(iii) substantially improve fine-mapping of causal variants (at 51 signals, one variant accounted for > 80% posterior probability 
of association (PPA)); (iv) extend fine-mapping through integration of tissue-specific epigenomic information (islet regulatory 
annotations extend the number of variants with PPA > 80% to 73); (v) highlight validated therapeutic targets (18 genes with 
associations attributable to coding variants); and (vi) demonstrate enhanced potential for clinical translation (genome-wide 
chip heritability explains 18% of T2D risk; individuals in the extremes of a T2D polygenic risk score differ more than ninefold 
in prevalence).

Array-based genome-wide association studies (GWAS) have 
identified ~140 loci influencing the risk of T2D1–3. Follow-up 
of these genetic discoveries has been compromised by the 

incomplete coverage of the most frequently used genotyping arrays, 
the imperfect performance of the reference panels available for 
imputation, extensive local linkage disequilibrium (LD), and inad-
equate sample sizes. These factors together have limited the power 
to detect low-frequency alleles with population-scale effects, to 
deliver clinically relevant risk prediction, and to define molecular 
mechanisms involved in disease predisposition. Here, we address 
the limitations of previous studies by combining GWAS from 
~900,000 Europeans with dense, high-quality imputation, produc-
ing the most comprehensive view to date of the genetic contribution 
to T2D with respect to locus discovery, causal-variant resolution, 
and mechanistic insight.

Results
Study overview. We combined data from 32 GWAS, including 
74,124 T2D cases and 824,006 controls of European ancestry. The 
effective sample size (Neff) of 231,436 represents a 3.2-fold increase 
in Neff relative to the largest previous genome-wide study of T2D 
risk in Europeans1. After harmonized quality control, 31 of the 
32 GWAS were imputed using 64,976 whole-genome-sequenced 
haplotypes from the Haplotype Reference Consortium (HRC)4: 
the exception was the deCODE GWAS, which was imputed with 
a population-specific reference panel of 30,440 Icelandic haplo-
types5 (Methods and Supplementary Table 1). We conducted T2D-
association analyses with and without adjustment for body-mass 
index (BMI).

Discovery of novel loci for T2D susceptibility. We tested for T2D 
association with ~27 million variants passing quality-control filters, 
~21 million of which had a minor allele frequency (MAF) < 5%. 
Our meta-analysis identified variants at 231 loci reaching genome-
wide significance (P <  5 ×  10−8) in the BMI-unadjusted analysis (Neff 
231,436) and 152 in the smaller (Neff 157,401) BMI-adjusted analy-
sis. Of the 243 loci identified across these two analyses, 135 mapped 

outside regions previously implicated in T2D risk (Methods, Fig. 1 
and Supplementary Table 2).

Among samples not included in previous discovery efforts 
(42,734 cases and 497,261 controls), we replicated associations 
(directionally consistent, P <  0.05) at 126 of 140 previously reported 
T2D loci, including all 106 regions first discovered in European-
only or transancestry efforts3,6–8 and 20 initially reported in stud-
ies of non-European individuals9,10. The 14 loci not replicated were 
all first identified in non-European-ancestry samples: at five, the 
reported lead variant had MAF < 1% in Europeans.

Multiple association signals at T2D-susceptibility loci. Across the 
243 associated loci, we identified 160 additional signals at ‘locus-
wide’ significance (P <  10−5; Methods), 110 of which were within 
previously reported T2D loci. Overall, we observed one signal at 151 
loci, and two to ten signals at the remaining 92 loci (Supplementary 
Table 2), for a total of 403 distinct T2D-association signals.

We observed the first evidence for multiple signals at the 
TCF7L2 locus. In addition to rs7903146, the largest-effect com-
mon-variant signal for T2D in Europeans, we detected seven sec-
ondary signals, each represented by noncoding index variants 
(0.5% <  MAF <  47.6%, 1.05 <  odds ratio (OR) <  1.36).

In the ~1-Mb telomeric region of chromosome 11 that 
encompasses the (previously annotated) INS–IGF2 and KCNQ1 
loci, we detected 15 distinct signals (0.15% <  MAF <  42.8%, 
1.03 <  OR <  1.68). This multiplicity of signals in a region notable for 
complex imprinting effects, and several strong biological candidates 
(INS, IGF2, KCNQ1, and CDKN1C), illustrates a previously unrec-
ognized degree of complexity in the risk-variant architecture at  
this locus.

The effects of BMI and sex. At most T2D loci, there were only 
minimal differences in the estimated T2D effect sizes between BMI-
adjusted and unadjusted models (Methods and Fig. 2). However, at 
index SNPs for 41 signals (mapping to 21 known and 16 novel loci), 
we observed significant differences in effect sizes between BMI-
adjusted and unadjusted analyses (Pdiff <  0.00012, corrected for 403 

Full lists of authors and affiliations appear at the end of the paper.
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As expected, this integrated fine-mapping analysis boosted 
PPA for variants overlapping enriched annotations (Fig. 6). The 
median 99%-credible-set size declined from 42 to 32, the credible 
intervals declined from 116 kb to 100 kb, and the maximum vari-
ant PPA per signal increased by a median of 21%. The number 
of signals at which the lead-variant PPA exceeded 80% increased 
from 51 to 73, and there were dramatic improvements at some 
(for example, at GNG4, for which the PPA for rs291367 rose from 
24.0% to 84.2%; Fig. 3).

These annotation-supported analyses highlighted seven additional 
loci (beyond the 12 determined from genetic evidence alone) where 
most (> 50%) of the PPA was based on a coding variant (Supplementary 
Table 7). Four were novel: QSER1 (p.Arg1101Cys; MAF =  4.3%), SCD5 
(p.Glu197Gln, MAF =  33.8%), IRS2 (p.Gly1057Asp, MAF =  34.0%), 
and MRPS30 (p.Glu128Gln =  MAF 2.8%).

In our recent study of exome-array genotypes, we demonstrated 
that, for one-third of loci with coding-variant associations, a causal 
role could be excluded after information on local LD and annota-
tion enrichment was incorporated3. For all 19 coding-variant sig-
nals (at 18 loci) described in this study, the results of the present 
analyses (based on genome-wide data for both discovery and fine-
mapping) were consistent with a causal role. These analyses there-
fore provide additional examples of human validated targets31. The 
value of these targets as leads for therapeutic development will ulti-
mately depend not only on their effects on T2D phenotypes but also 
on the consequences of perturbation on other traits, including coro-
nary artery disease (CAD). Among the 19 T2D-associated coding 
variants, nine were also nominally associated (P <  0.05) with CAD32: 
for three variants (APOE, GCKR, and RREB1), opposing effects on 
T2D and CAD predisposition render them less attractive targets 
(Supplementary Table 7).

Next, we concentrated on noncoding-variant signals. In the anno-
tation-informed analysis, we identified 15 additional signals (beyond 
the 43 noncoding signals described above) for which the lead-vari-
ant PPA exceeded 80% (Supplementary Table 8). These signals over-
lapped active islet regulatory sites including strong enhancers (for 
example, at TCF7L2, HNF4A, ANKH, RNF6, and ZBED3), active 
promoters (EYA2), weak enhancers (ADSCL2, ADCY5, CDKN2B, 
and TBCE), and weak promoters (DGKB). For many signals, the data 
(for example, associations with continuous metabolic traits3,28,29 and 
cis expression quantitative trait locus (eQTL) data33; Supplementary 
Table 8) were consistent with a role in islet function. In contrast, for 
six signals, including three that are likely, on physiological grounds, 
to act at least partly through effects on islets, we observed decreases 

(10% to 76%) in the lead-variant PPA after islet-annotation-
informed fGWAS (Supplementary Table 8). This decrease occurred 
when lead variants from the genetic fine-mapping overlapped with 
annotations depleted in the genome-wide model. Examples included 
variants at primary CDKAL1 and secondary KCNQ1 and INS–IGF2 
signals, where the index-variant PPA decreased by 76% (rs7756992), 
34% (rs2283164), and 22% (rs555759341), respectively. One pos-
sible explanation for these results is that for these T2D-association 
signals, the phenotypic effect on insulin secretion may be mediated 
through long-term consequences of regulatory effects during islet 
development, which are no longer reflected in the regulatory anno-
tations seen in mature islets.

At many of these fine-mapped regulatory loci, the integrated data 
provided novel insights into disease mechanisms, three of which are 
highlighted below. At ST6GAL1, rs3887925 achieved PPA =  98.5% 
through genetic fine-mapping alone (99.3% in fGWAS), and over-
lapped with enhancers active in islet, as well as liver, adipose, and 
skeletal muscle tissues (Supplementary Fig. 6). However, the T2D-
risk allele at rs3887925 was associated with an increase in ST6GAL1 
cis expression specific to islets33 (Methods and Supplementary  
Table 8), in agreement with evidence of decreased insulin secretion 
in risk-allele carriers during provocative testing34. The candidate 
effector transcript ST6GAL1 encodes β -galactoside α 2,6-sialyl-
transferase-1, a key enzyme responsible for the biosynthesis of α 
2,6-linked sialic acid in N-linked glycans. Altered glycosylation has 
the potential to affect multiple processes, and global perturbation 
of ST6GAL1 has broad effects including, in St6gal1-knockout mice, 
increased body weight and visceral fat accumulation35. However,  
no equivalent association between rs3887925 and anthropomet-
ric and lipid phenotypes has been seen in human GWAS14,36,37. 
These results are consistent with the T2D predisposition attribut-
able to rs3887925 being mediated through regulatory mechanisms 
restricted to the modulation of ST6GAL1 expression in islets.

At ANK1, we observed three distinct association signals. The 
strongest causal-variant attribution was for the primary signal at 
rs13262861 (PPA =  97.3% on the basis of genetic data alone; 98.8% 
with fGWAS). This variant overlaps an islet promoter located 3′  
to ANK1 and 5′  to the transcription-factor-encoding NKX6-3 
(Supplementary Fig. 7). The T2D-risk allele at rs13262861 showed 
a directionally consistent association with in vivo measures of 
decreased insulin secretion3,29,34 and a cis-eQTL for decreased NKX6-
3 expression in human islets (Supplementary Table 8). Members of 
the NKX6 family (including NKX6.3) have been implicated in islet 
development and function38. A recent study has highlighted the rela-
tionship between variants including rs515071 and rs508419 and the 
expression and splicing of ANK1 in skeletal muscle39. However, in 
our meta-analysis, variants influencing ANK1 splicing had a mini-
mal effect on T2D risk (PPA < 1% in all three conditionally decom-
posed signals (genetic fine-mapping only)). Collectively, these data 
indicate that the mechanism of T2D predisposition at this locus is 
probably mediated through decreased islet expression of NKX6-3 
rather than altered muscle expression of ANK1.

At TCF7L2, patterns of overlap with epigenomic annotations 
across the eight distinct T2D-association signals offered explana-
tions for the diverse metabolic consequences of TCF7L2 perturba-
tion in humans and animal models40 (Supplementary Table 9). The 
primary signal at rs7903146, long established as the largest common-
variant effect for T2D in Europeans, overlapped an islet enhancer 
(boosting PPA from 59.2% to 97.1% in fGWAS), multiple islet-rele-
vant transcription-factor-binding sites, and islet open chromatin41, 
features consistent with the islet phenotype (deficiency in insulin 
secretion) evident in nondiabetic individuals7 (Supplementary 
Fig. 8). However, among the seven secondary signals, the picture 
was more mixed. Of the four secondary signals mapped to fewer 
than ten credible-set variants, only rs144155527 rose to moderate 
PPA (68%) after islet-annotation-enriched fGWAS analysis. Other  
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also overlapped islet-specific enhancers or promoters. High-PPA 
variants (i.e., those with PPA > 80%) at 13, 10, and 7 signals over-
lapped enhancers or promoters in adipose, skeletal muscle, and 
liver tissues, respectively. All but four of these were also enhancers 

or promoters in islets: one signal (near GLI2) mapped to an adi-
pose-specific enhancer, another (near WDR72) mapped to a liver-
specific enhancer, and two (near PTGFRN and TSC22D2) mapped 
to enhancers in both adipose tissue and skeletal muscle.

We next evaluated whether the integration of genome-wide-reg-
ulatory annotation data could refine the mapping resolution at those 
loci where genetic fine-mapping was less precise25. We focused on 
regulatory annotations from human islets because (i) most estab-
lished T2D-risk variants are considered, given observed patterns 
of association with continuous metabolic traits, to act through 
primary effects on beta-cell function3,28,29; (ii) the strongest signal 
for regulatory enrichment at T2D-association signals involves islet-
specific regulatory elements23,26, a view supported by the annotation 
overlaps of the high-PPA variants described above and by enrich-
ment analyses that we performed using epigenomic annotations 
from islets, fat, muscle, and liver24 (Supplementary Fig. 4); and  
(iii) we had access to high-resolution epigenomic and chromatin-
state annotation maps for human islets combining available data 
on histone modifications, transcription-factor binding, chromatin 
accessibility, and whole-genome methylation25.

Using the hierarchical modeling approach fGWAS30, we observed 
strong (1.9- to 8.2-fold), significant (95% confidence not overlap-
ping one), genome-wide enrichment of T2D-associated variation 
with respect to multiple islet enhancer and promoter states, as well 
as coding sequence (with concomitant depletion of heterochroma-
tin states; Methods and Supplementary Fig. 5). We used the param-
eter estimates from the joint annotation model (which retained islet 
enhancers, promoters, and coding sequence, among other anno-
tations; Methods and Supplementary Fig. 5) as priors to redefine 
99%-credible sets for the 380 distinct T2D-association signals ame-
nable to fine-mapping. We circumvented the default assumption 
in fGWAS of a single casual variant per locus by conducting these 
analyses on conditionally decomposed data (noting that this pro-
cedure still allowed for the possibility that the association at each 
conditional signal might be distributed across multiple variants on 
a risk haplotype; Methods).
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Type 2 diabetes study
But finding biology is hard

Even using this large sample, and exploiting functional data in relevant cell types, only a 
handful of these signals could be unambiguously mapped to individual variants.
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Fine-mapping inflammatory bowel 

disease loci to single-variant resolution

Hailiang Huang1,2*§, Ming Fang3,4*, Luke Jostins5,6*, Maša Umićević Mirkov7, Gabrielle Boucher8, Carl A. Anderson7, 

Vibeke Andersen9,10, Isabelle Cleynen11, Adrian Cortes5,12, François Crins3,4, Mauro D’Amato13,14,15, Valérie Deffontaine3,4, 

Julia Dmitrieva3,4, Elisa Docampo3,4, Mahmoud Elansary3,4, Kyle Kai-How Farh1,2,16, Andre Franke17, Ann-Stephan Gori3,4, 

Philippe Goyette8, Jonas Halfvarson18, Talin Haritunians19, Jo Knight20, Ian C. Lawrance21,22, Charlie W. Lees23, Edouard Louis3,24, 

Rob Mariman3,4, Theo Meuwissen25, Myriam Mni3,4, Yukihide Momozawa3,4,26, Miles Parkes27, Sarah L. Spain7,28, 

Emilie Théâtre3,4, Gosia Trynka7, Jack Satsangi23, Suzanne van Sommeren29, Severine Vermeire11,30, Ramnik J. Xavier2,31, 

International Inflammatory Bowel Disease Genetics Consortium†, Rinse K. Weersma29, Richard H. Duerr32,33, 

Christopher G. Mathew34,35, John D. Rioux8,36, Dermot P. B. McGovern19, Judy H. Cho37, Michel Georges3,4§,  

Mark J. Daly1,2§ & Jeffrey C. Barrett7§

Inflammatory bowel diseases (IBDs) are a group of chronic, debilitating 

disorders of the gastrointestinal tract with peak onset in adolescence 

and early adulthood. More than 1.4 million people are affected in the 

USA alone1, with an estimated direct healthcare cost of US$6.3 billion 

per year. IBD affects millions worldwide, and is rising in prevalence, 

particularly in paediatric and non-European ancestry populations2. 

IBD has two subtypes, ulcerative colitis and Crohn’s disease, which have  

distinct presentations and treatment courses. So far, 200 genomic loci have 

been associated with IBD3,4, but only a handful have been conclusively  

ascribed to a specific causal variant with direct insight into the underlying  

disease biology. This scenario is common to all genetically complex 

diseases, where the pace of identifying associated loci outstrips that 

of defining specific molecular mechanisms and extracting biological 

insight from each association.

The widespread correlation structure of the human genome (known 

as linkage disequilibrium) often results in similar evidence for asso-

ciation among many neighbouring variants. However, unless linkage 

disequilibrium is perfect (r2 =  1), it is possible, with a sufficiently large 

sample size, to statistically resolve causal variants from neighbours 

even at high levels of correlation (Extended Data Fig. 1 and ref. 5). 

Novel  statistical approaches applied to very large datasets that address 

this problem6 require that the highly correlated variants are directly 

Inflammatory bowel diseases are chronic gastrointestinal inflammatory disorders that affect millions of people worldwide. 

Genome-wide association studies have identified 200 inflammatory bowel disease-associated loci, but few have been 

conclusively resolved to specific functional variants. Here we report fine-mapping of 94 inflammatory bowel disease 

loci using high-density genotyping in 67,852 individuals. We pinpoint 18 associations to a single causal variant with 

greater than 95% certainty, and an additional 27 associations to a single variant with greater than 50% certainty. These 

45 variants are significantly enriched for protein-coding changes (n = 13), direct disruption of transcription-factor 

binding sites (n = 3), and tissue-specific epigenetic marks (n = 10), with the last category showing enrichment in specific 

immune cells among associations stronger in Crohn’s disease and in gut mucosa among associations stronger in ulcerative 

colitis. The results of this study suggest that high-resolution fine-mapping in large samples can convert many discoveries 

from genome-wide association studies into statistically convincing causal variants, providing a powerful substrate for 

experimental elucidation of disease mechanisms.
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Another example - IBD
Attempted fine-mapping of 139 signals of 
association with inflammatory bowel disease 
(IBD), using genotype data on 67,852 
individuals, and data on the functional state in 
relevant cell types.

...with mixed success:

Among 45 likely 
causal variants: 

13 protein-coding 
changes

3 = disruption of 
transcription factor 

binding

10 = tissue specific 
epigenetic marks

At least 21 loci could not be assigned a plausible function despite the extensive data.

Huang et al Nature 2017
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Inflammatory bowel diseases (IBDs) are a group of chronic, debilitating 

disorders of the gastrointestinal tract with peak onset in adolescence 

and early adulthood. More than 1.4 million people are affected in the 

USA alone1, with an estimated direct healthcare cost of US$6.3 billion 

per year. IBD affects millions worldwide, and is rising in prevalence, 

particularly in paediatric and non-European ancestry populations2. 

IBD has two subtypes, ulcerative colitis and Crohn’s disease, which have  

distinct presentations and treatment courses. So far, 200 genomic loci have 

been associated with IBD3,4, but only a handful have been conclusively  

ascribed to a specific causal variant with direct insight into the underlying  

disease biology. This scenario is common to all genetically complex 

diseases, where the pace of identifying associated loci outstrips that 

of defining specific molecular mechanisms and extracting biological 

insight from each association.

The widespread correlation structure of the human genome (known 

as linkage disequilibrium) often results in similar evidence for asso-

ciation among many neighbouring variants. However, unless linkage 

disequilibrium is perfect (r2 =  1), it is possible, with a sufficiently large 

sample size, to statistically resolve causal variants from neighbours 

even at high levels of correlation (Extended Data Fig. 1 and ref. 5). 

Novel  statistical approaches applied to very large datasets that address 

this problem6 require that the highly correlated variants are directly 

Inflammatory bowel diseases are chronic gastrointestinal inflammatory disorders that affect millions of people worldwide. 

Genome-wide association studies have identified 200 inflammatory bowel disease-associated loci, but few have been 

conclusively resolved to specific functional variants. Here we report fine-mapping of 94 inflammatory bowel disease 

loci using high-density genotyping in 67,852 individuals. We pinpoint 18 associations to a single causal variant with 

greater than 95% certainty, and an additional 27 associations to a single variant with greater than 50% certainty. These 

45 variants are significantly enriched for protein-coding changes (n = 13), direct disruption of transcription-factor 

binding sites (n = 3), and tissue-specific epigenetic marks (n = 10), with the last category showing enrichment in specific 

immune cells among associations stronger in Crohn’s disease and in gut mucosa among associations stronger in ulcerative 

colitis. The results of this study suggest that high-resolution fine-mapping in large samples can convert many discoveries 

from genome-wide association studies into statistically convincing causal variants, providing a powerful substrate for 

experimental elucidation of disease mechanisms.
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microarrays, 
genome sequencing

Chromatin state 
marker assays, 

ChIP-seq, ...

RNA-seq, 
spectroscopy, antibody 

binding 

Biomarker 
measurements

Clinical phenotype 
measurements

There is complex 
biology at all stages

And we can measure it.



Gaining biological knowledge from GWAS

There are several ways we can try to translate knowledge of associations 
into new biological insights.  I will try to describe a few of these.

• Fine-mapping – can we identify the actual causal variants underlying these 
associations, and hence discover specific proteins and disease pathways?

• Pathway analysis – even if we can’t fine-map, we can still try to assess 
whether associations group into particular biological pathways  that might 
shed light on biology

• Pleiotropy analysis – are associations shared between traits, improving our 
understanding of disease etiology?

• Heritability analysis – how much of the heritability do the signals explain?



Lecture plan

• Recap & fallout from last lecture

• Gaining biological knowledge from GWAS

• Uncovering biology: examples

• Pleiotropy, heritability and prediction



The circle of genetic causation

...that combine to make 
individuals...

Example 1: a pathway analysis



Pathway analysis

Pathway analyses and gene enrichment analysis seek to determine whether 
there is a statistical tendency for association signals to fall into known groups 
of related genes.  These can be

- Known biological pathways (functional networks of proteins and molecules, 
performing known specific biological functions) – such as those available 
from the KEGG and Reactome databases

- More general classifications of genes by function, such as those from the 
Gene Ontology Project

A slightly different direction is to try to group signals by genome function – for 
example, do they lie in exons?  Or gene promoters? Or in regulatory regions 
active in particular cells?

https://www.genome.jp/kegg/ https://reactome.org http://geneontology.org
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What drives disease in multiple sclerosis: Inflammation or
neurodegeneration?
Hans Lassmann

Center for Brain Research, Medical University of Vienna, Vienna, Austria

Introduction

Multiple sclerosis (MS) has originally been defined

as a chronic inflammatory disease of the central ner-

vous system, leading to focal plaques of primary

demyelination in the white matter of the brain and

spinal cord.1 The view of immunologists is that the

disease is driven by a T cell mediated autoimmune

reaction against proteins of the myelin sheath.2 In

the background of this view, most therapies cur-

rently used or being tested in MS patients target the

immune system or the inflammatory process.3 Con-

trolled clinical studies have provided pivotal evi-

dence for a therapeutic benefit of anti-inflammatory,

immunomodulatory or immunosuppressive treat-

ments, but this effect is mainly seen in patients in

the early stages of the disease and the effects are

limited, particularly in ameliorating the accumula-

tion of permanent clinical deficit.4,5 These observa-

tions, in addition to others coming from imaging

studies and in part from neuropathology, have led to

a widely accepted recent concept, that MS is initi-

ated by an inflammatory process, but later develops

a neurodegenerative component, which might

progress independently from inflammation. A more

radical view is that the underlying disease process in

MS is neurodegeneration, which is superimposed

and augmented by a secondary inflammatory reac-

tion.6 Evidence for this new view is currently indi-

rect, but resolving this question is critical for the

future understanding of the disease and for the

development of new causative treatments.

Current evidence suggesting neurodegeneration
in MS in the absence of inflammation

The observations, which initiated a critical examina-

tion of the relationship between inflammation and

neurodegeneration in MS, came from clinical trials

carried out during the past decade.4,5 It is now well

established that treatments targeting the immune

system or inflammation, have a beneficial effect in

the early relapsing stage of the disease. However,

these treatments are largely ineffective in progressive

MS and this is particularly the case in patients with

primary progressive disease. Contrast enhancement,

reflected by the leakage of Gd-DTPA in magnetic

resonance imaging (MRI), is thought to be a reliable
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Abstract

Multiple sclerosis (MS) is defined as a chronic inflammatory disease of the
central nervous system, which leads to focal inflammatory demyelinated
lesions with secondary neurodegeneration. However, this concept has
recently been challenged by several observations suggesting that in this dis-
ease neurodegeneration might occur independently of inflammation. Here,
these new findings are critically discussed and evidence that active neuro-
degeneration in MS is invariably associated with inflammation is provided.
The present review shows, however, that the inflammatory reaction is much
more complex, as thought before, and that in the progressive stage of the
disease it might become trapped in the central nervous system behind a
repaired blood–brain barrier. Future therapeutic options for this disease are
discussed on the basis of recent knowledge of the mechanisms of inflam-
mation and neurodegeneration. (Clin. Exp. Neuroimmunol. doi: 10.1111/
j.1759-1961.2009.00003.x, January 2010)

Clinical and Experimental Neuroimmunology 1 (2010) 2–11

2 ª 2010 Japanese Society for Neuroimmunology

Pathway analysis example

The primary cause of MS has typically been thought to be inflammation causing 
downstream neurodegeneration – with some debate about this. Can the GWAS of MS we 
discussed shed light on this?

www.well.ox.ac.uk/wtccc2/ms/

phenotypes of individuals resulting from relatedness, allowing us to deal
successfully with all sources of structure in our samples (see Sup-
plementary Information for details of the linear mixed model we used).
For example, the genomic inflation was reduced to l5 0.995 in the UK
and 1.016 in the non-UK data (see also Supplementary Information).
After fixed-effectsmeta-analysis of the results from theUK and non-UK
data sets, the inflation factor was l5 1.045. We adopted this approach
for all subsequent non-MHC association analyses.
Outside the MHC we identified 95 distinct regions having at least

one SNP associated with multiple sclerosis at PGWAS, 13 1024.5; in
six of these 95 regions conditional analysis revealed an additional SNP
showing association to the same locus (one locus containing two such
SNPs). In total we took all 102 SNPs forward to replication, which we
performed using data from previously reported multiple sclerosis
GWAS8,9 and the iControl database (excluding any WTCCC controls
previously used in these studies). In total, the replication analysis
included data from 4,218 cases and 7,296 controls. These were con-
sidered in six independent strata after which results were combined
through a fixed-effectsmeta-analysis. For 98 of the 102 SNPs, the same

allelewas overrepresented in cases compared to controls. Twenty three
of the 26 previously known or strongly suggested multiple-sclerosis-
associated loci were replicated in our primary GWAS with
PGWAS, 13 1023. Our GWAS and replication also revealed another
29 novel associated regions (defined as having PGWAS, 13 1024.5,
one-sided Preplication, 0.05 and Pcombined, 53 1028), and a further 5
regions with strong evidence for association (with PGWAS, 13 1024.5,
one-sided Preplication, 0.05 and Pcombined, 53 1027). In one previ-
ously reported locus and twonovel loci, additional SNPswere identified
as being conditionally important in explaining risk. Just over one third
of the identified loci overlap with regions already confirmed as asso-
ciated with at least one other autoimmune disease (according to the
GWAS catalogue, http://www.genome.gov/gwastudies/). Results for
both the previously established and novel loci are shown in Fig. 2 and
Supplementary Tables 1–3; and details of all 102 SNPs taken to replica-
tion are available in Supplementary Data.
To assess objectively the collective evidence across the associated

regions for particular classes of genes, we performed statistical analyses
to look for enrichmentof geneswith similar function.We first identified
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Figure 2 | Regions of the genome
showing association to multiple
sclerosis. Columns from left to right:
first, evidence for association from the
linear mixed model analysis of the
discovery data (thresholded at –
log10P value5 12). Non-MHC
regions containing associated SNPs
are shown in red and are labelled with
the rs number (bold for newly
identified loci, black for strong
evidence, grey for previously
reported) and risk allele of the most
significant SNP. Asterisk indicates
that the locus contains a secondary
SNP signal. Second, OR and 95%
confidence intervals estimated from
themeta-analysis of the discovery and
replication data (1 indicates
estimates for previously known loci
from discovery data only). Third, risk
allele frequency estimates in each of
the control populations used in the
study (each is shown as a vertical bar
on a scale from 0 to 1 going left to
right). For each region of association
thenumberofgenes is reported (fifth),
and where non-zero a candidate gene
is given (fourth). Black dots indicate
that the candidate gene is physically
the nearest gene (sixth) included in
the ‘immune systemprocess’GO term
(seventh). Eight, when the most-
significant SNP tags an SNPpredicted
to have an impact on the function of
the candidate gene this is indicated.
Where such an SNP exists, the gene
involved is selected as the candidate
gene; otherwise the nearest gene is
selected unless there are strong
biological reasons for a different
choice. The final column indicates
SNPs that are correlated (r2 . 0.1)
with SNPs reported to be associated
with other autoimmune (AI) diseases.
CeD, coeliac disease; CrD,Crohn’s
disease; PS, psoriasis; RA, rheumatoid
arthritis; T1D, type 1 diabetes; UC,
ulcerative colitis. An interactive
version of the figure is available at
http://www.well.ox.ac.uk/wtccc2/ms.
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As the main figure shows, many of the 
association signals looked like they were near 
immune-system related genes.



Pathway analysis example

www.well.ox.ac.uk/wtccc2/ms/

We:

• Assigned SNPs to their nearest gene using the available annotation
• Used the Gene Ontology Project to classify genes into functionally related groups
• Conducted a statistical test (Fisher’s exact test) to identify whether the nearest genes 

were enriched in each group.

the nearest gene to the lead SNP in each of the (52) regions of asso-
ciation and used the Gene Ontology (GO) database16 to define sets of
functionally related genes (GO terms). We then tested whether the set
of nearest genes was enriched for particular GO terms using Fisher’s
exact test. The GO terms having the most significant enrichment
include genes linked to lymphocyte function (P5 3.23 10211, odds
ratio (OR)5 35.96) and in particular those with a role in T-cell activa-
tion and proliferation (P5 1.853 1029, OR5 40.85). These are rep-
resentative of a larger group associatedwith various components of the
GO ‘immune system process’ (P5 8.63 10211, OR5 9.12). A similar
analysis based on all genes in or near association regions showed
similar enrichment, as did independent analyses based on nearest gene
or all genes in our next tier of signals, the 42 regions taken to replication
but not meeting the thresholds above for association (see Supplemen-
taryData). AlthoughGO immune system genes only account for 7%of
human genes, in 30% of our association regions the nearest gene to the
lead SNP is an immune system gene. As an illustration, Fig. 3 shows a
schematic of genes involved in the T-helper-cell differentiation path-
way; a notable number show strong evidence for association with
multiple sclerosis, particularly those acting as cell surface receptors.
We infer from this pathway analysis of our GWAS signals that specific
classes of immune system genes are especially important in the patho-
genesis of multiple sclerosis.
Our screen not only implicates a multitude of genes coding for

cytokine pathway (CXCR5, IL2RA, IL7R, IL7, IL12RB1, IL22RA2,
IL12A, IL12B, IRF8,TNFRSF1A,TNFRSF14,TNFSF14), co-stimulatory
(CD37, CD40, CD58, CD80, CD86, CLECL1) and signal transduction
(CBLB, GPR65, MALT1, RGS1, STAT3, TAGAP, TYK2) molecules of
immunological relevance, but also relates to previously reported
environmental risk factors such as vitamin D9,17 (CYP27B1, CYP24A1)
and therapies for multiple sclerosis including natalizumab18 (VCAM1)
and daclizumab19 (IL2RA). There is a relative absence of genes relevant
to potential pathways for neurodegeneration independent of inflam-
mation (GALC, KIF21B).
To refine our understanding of the MHC associations in multiple

sclerosis we imputed classical human leukocyte antigen (HLA) types at
six loci (A, B, C, DQA1, DQB1 and DRB1)20 and analysed these along-
side the SNPs (see Supplementary Information for validation; at alleles
responsible for the major signals described later, estimated specificity
was at least 0.99 and sensitivitywas at least 0.98, except forDRB1*13:03,
where it was 0.88). Primary discovery was focused on the UK cohort
with candidate signals being validated through support from addi-
tional case–control cohorts. Because of the extensive linkage disequi-
librium within the MHC, we identified associated alleles in a stepwise

manner, selecting the most strongly associated to include in a general
model, in turn, if PUK, 1024 and Pcombined, 1029 (Supplementary
Information). At each stage we explored possible interactions and
departures from the simple model in which risk increases multiplica-
tively with each additional copy of the relevant allele (additive increase
on the log-odds scale) within the logistic risk framework.
Using this approach we found that DRB1*15:01 has the strongest

association with multiple sclerosis among all classical and SNP alleles,
with a consistent effect between cohorts (P, 13 102320; Fig. 4a). The
data are consistent with an additive effect on the log-odds scale for each
additional allele. Conditioning on DRB1*15:01, we confirmed the
presence of a protective class I allele and identified the signal as being
driven by HLA-A*02:01 (as previously suggested21), with a consistent
effect size across cohorts (P5 9.13 10223; Fig. 4a). Again, we found no
strong evidence for departure from additivity on the log-odds scale or
statistical interaction with DRB1*15:01. Conditioning on both
DRB1*15:01 and A*02:01 revealed additional risk associated with the
strongly linked alleles DRB1*03:01 andDQB1*02:01 (P5 3.63 10210;
Fig. 4a; note that we cannot separate these alleles but for simplicity
refer only to DRB1*03:01 later). Further conditioning identified an
additional DRB1 risk allele DRB1*13:03 (P5 1.33 10211; Fig. 4a).
Although no other classical alleles meet the above criteria, we did
observe several SNPsproviding independent signals, the strongest com-
ing from rs9277535_G (combined OR 1.28, P5 2.23 10222), an allele
known to be in linkage disequilibrium with DPB1*03:01 (r25 0.37)22.
Analysis of the MHC SNP data using a genealogical method

(GENECLUSTER)23 offers an alternative means of relating our results
to classical HLA alleles that provides additional insight into the under-
lying genetic architecture (see Supplementary Information). Figure 4b
showsgenealogical trees relating the classical alleles atDRB1 andHLA-A,
together with the estimated evolutionary position of the mutations pre-
dicted by GENECLUSTER, as most completely modelling the asso-
ciation. At HLA-DRB1, three mutations are predicted, each of which
implicates a clade of haplotypes carrying particular DRB1 alleles. All of
the DRB1 alleles we have shown to be independently associated are
included in these clades, each corresponding to a particular mutation.
In addition, the analysis also explains why those haplotypes carrying the
*08:01 allele havepreviously been shown to increase risk24,25 as they carry
the same mutation as those bearing *13:03. At HLA-A, the predicted
protective mutation is also concordant with our regression analysis of
classical alleles in implicating *02:01 but, in addition, predicts that
*68:01, *02:05 and *02:06 carry the same protective allele. All of these
secondary predictions (increased risk fromDRB1*08:01 and protection
fromHLA-A*68:01, *02:05 and *02:06) are supported in our regression
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TH0 cell Figure 3 | Graphic representation of the
T-helper-cell differentiation pathway. The figure
is derived from an image generated by Ingenuity
Pathway Analysis (IPA) software version 8.8
(Ingenuity Systems). Alphanumeric labels indicate
the individual genes and gene complexes (nodes)
included in the pathway (note that some are
included more than once). Coloured nodes are
those containing a gene implicated by proximity to
an SNP showing evidence of association. Red, in
bold or grey in Fig. 2 (plusMHC class II region and
TNF); orange, other loci in Fig. 2 or discovery P
value, 13 1024.5 and consistent replication data;
yellow, discovery P value, 13 1023. Other
molecules (proteins, vitamins etc) may also be of
relevance in these processes but are not included
here as they are not currently listed as being part of
this particular pathway in the IPA database.
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Macmillan Publishers Limited. All rights reserved©2011T-helper-cell differentiation pathway
(from Ingenuity Pathway Analysis software)

Particularly strong enrichment was 
observed for immune system pathways 
– notably in “T cell activation and 
proliferation” (P=1.9x10-9)

“Although GO immune system genes only account 
for 7% of human genes, in 30% of our association 

regions the nearest gene to the lead SNP is an 
immune system gene”



Fine-mapping

“Fine-mapping” is the general term used for attempts to narrow down 
association signals to the underlying causal variants.  A typical process 
involves:

• Gathering complete information on genetic variation in the region of interest 
– for example by deep-sequencing a large number of individuals.  (Large 
databases such as gnomAD / TopMed now make this easier.)

• Gathering information on genome function – including gene structure and 
regulatory regions.

• Potentially leveraging data from different ancestral backgrounds, hoping that 
differences in LD patterns will help narrow down signals.

• Fitting models that attempt to parse apart multiple associations in the same 
region

Possible underlying mechanisms are pretty diverse and a healthy dose of 
genomic detective work is often needed.



The circle of genetic causation

...that combine to make 
individuals...

Example 2: fine-mapping



Plasmodium falciparum humansVS

Nature Communications: doi.org/10.1038/s41467-019-13480-z
or on bioArxiv: doi.org/10.1101/535898

https://doi.org/10.1038/s41467-019-13480-z


GWAS of susceptibility to severe malaria 

www.malariagen.net

~17,000 clinical samples from West and East Africa, Oceania and South East Asia.
Genotyped on the Illumina Omni 2.5M array



Natural resistance is driven by red blood 
cell variation

Ev
id

en
ce

~20M SNPs across the human genome

New loci identified by GWAS
Known associations at O 
blood group and sickle trait



Natural resistance is driven by red blood 
cell variation

Ev
id

en
ce

~20M SNPs across the human genome

New loci identified by GWAS
Known associations at O 
blood group and sickle trait
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USP38
GAB1

SMARCA5

FREM3

GYPE
GYPB

GYPA HHIP

144.0Mb 144.5Mb 145.0Mb 145.5Mb

SNPs on chromosome 4 are associated with 
proection against severe malaria

4,921 Gambians
2,516 Malawians
2,984 Kenyans
MalariaGEN, Nature 2015

Signal identified and replicated 
(rs186873296)

Chromosome 4



The association has quite large effect

> 30% protective effect per copy of the derived allele

Standard error(log𝑂𝑅) ≈
1

𝑁×𝑓 1 − 𝑓 ×𝜙(1 − 𝜙)



Can we finemap?

We had an exciting association.  But fine-mapping has 
proven to be difficult for many GWAS loci.

To hope for success we might need:

- Good candidates for the functional gene?
- Good candidates for the causal mutation(s)?
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proection against severe malaria
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2,516 Malawians
2,984 Kenyans
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Signal identified and replicated 
(rs186873296)

Glycophorins!



Glycophorins encode the ‘MNS’ blood group
(antigenic molecules on RBC surface)

Red blood cell 
membrane

Inside red blood 
cell

Outside red blood 
cell

Glycophorins

Grimes and Slater, The Inherited Metabolic Diseases, 1994



Glycophorins are receptors for P.falciparum
during red blood cell invasion

Tolia et al, Cell 2005Miller et al, J. Exp. Med 1979 

Glycophorin A

P. Falciparum parasite

red blood cell



Can we finemap?

We had an exciting association.  But fine-mapping has 
proven to be difficult for many GWAS loci.

To hope for success we might need:

✅ - Good candidates for the functional gene? 
- Good candidates for the causal mutation(s)?



Structural variants create deletions, 
duplications, and hybrid genes

Deleted / 
duplicated / hybrid 
genes

The MNS blood 
group is highly 
diverse, with over 45 
known antigens.

Encoded by single 
nucleotide 
polymorphisms and 
structural variants



Can we finemap?

We had an exciting association.  But fine-mapping has 
proven to be difficult for many GWAS loci.

To hope for success we might need:

✅ - Good candidates for the functional gene? 
✅ - Good candidates for the causal mutation(s)?



Steps to fine-map

Step 1: type or sequence as much of the genetic 
variation in the region as possible – hope to catch the 
causal mutation.

Step 2: re-analyse the association.

Step 3: look for functional mutations



A regional reference panel capturing structural variation

www.malariagen.net

Use whole-genome sequencing from over 3,600 individuals worldwide.
Discover genetic variation (including structural variants).

We used the 1000 Genomes Project Phase III reference panel, plus: 
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Result after incorporating genetic variation discovered in sequenced samples
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USP38
GAB1

SMARCA5

FREM3

GYPE
GYPB

GYPA HHIP

144.0Mb 144.5Mb 145.0Mb 145.5Mb

Previous top SNP DUP4

After fine-mapping



This is how a microarray 
cluster plot should look: 3 
clusters for AA / AB / BB 
genotypes

microarray intensities

Confirming structural variants using cluster plots



This is how a microarray 
cluster plot should look: 3 
clusters for AA / AB / BB 
genotypes

What we saw in this region

microarray intensities

Actually this signal was evident in our cluster plots

Confirming structural variants using cluster plots



Still true that nothing seemed to be functional.  
What next?

This is how a microarray 
cluster plot should look: 3 
clusters for AA / AB / BB 
genotypes

What we saw in this region

microarray intensities microarray intensities

Protective: relative risk ~ 0.6

Not 
protective: 

RR ~ 0

Confirming structural variants using cluster plots



DUP4 duplicated
normal

deleted

duplicated
triplicatednormal normal

We were able to use cluster plots to confirm individuals in our 
GWAS really do carry the complicated structural variant “DUP4”.

DUP4 is pretty complicated – what could it be?

Confirming structural variants using cluster plots



What is DUP4?
“Normal” haplotype:

DUP4 haplotype:

https://doi.org/10.1126/science.aam6393

https://doi.org/10.1126/science.aam6393


What is DUP4?
“Normal” haplotype:

DUP4 haplotype:

https://doi.org/10.1126/science.aam6393

Functional followup study

https://doi.org/10.1038/s41586-020-2726-6

https://doi.org/10.1126/science.aam6393


Dantu is globally rare...

0 in 1,000

1 in 320

0 in 2870 Gambians‡

1 in 44,112 Londoners*

Germans†

African Americans†

The Dantu blood group has been found in:



…but found at high frequency in east Africa

0 in 1,000

1 in 320

0 in 2870 Gambians‡

Malawians‡1 in 12
Kenyans (from the Kilifi region)‡1 in 6

1 in 44,112 Londoners*

Germans†

African Americans†

The Dantu blood group has been found in:

Allele frequency:

West Africa East Africa



The circle of genetic causation

...that combine to make 
individuals...

Example 3: more fine-mapping



Natural resistance is driven by red blood 
cell variation

Ev
id

en
ce

~20M SNPs across the human genome

New loci identified by GWAS
Known associations at O 
blood group and sickle trait



Association near 2nd exon of ATP2B4

ATP2B
4

The associated SNPs cover a region around the second exon.
None of these SNPs make changes to the protein.
What could be going on?

Ev
id

en
ce

 fo
r a

ss
oc

ia
tio

n

“Canonical” 
gene model for 
ATP2B4

ATP2B4 = a red 
cell “calcium 
pump”



mRNA:

5’ UTR Exons 3’ UTR

Introns

Coding sequence

promoterenhancer

Transcription 
factors bind…

Cartoon of a gene

…which transcribes the gene into “pre-mRNA”.

…and help recruit 
RNA polymerase…

The pre-mRNA is then typically further postranscriptionally modified to remove introns.



molecular assays
chromatin state, transcription factor binding, RNA transcription...

Two ways to look at transcription

Can look at chromatin 
state

RNA expression



1st exon 2nd exon

C
hr
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 1
30
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es
ATP2B4 is widely expressed...

Malaria-associated regionData from ENCODE / Roadmap



1st exon 2nd exon

Malaria-associated region

Proerythroblasts:

Data from Xu et al Dev Cell (2012)

...but shows chromatin differences in RBCs
C

hr
om

at
in

 s
ta

te
s 

in
 1

30
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el
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es



ATP2B4 is widely expressed…
Measured RNA transcription (RNA-seq)

1st exon 2nd exon

Non-erythroid 
cells (i.e. no red 
blood cells)



ATP2B4 has an erythroid-specific transcript
Measured RNA transcription (RNA-seq)

1st exon 2nd exon

Erythroid cells show a different 
expression pattern.

Red cells do not have nuclei, so to capture 
mRNA expression in red cells,  these studies 
experimentally differentiated stem cells into 
the erythroid lineage, and measured 
transcription before enucleation.



Measured RNA transcription (RNA-seq)

Putting together data from a variety of sources suggests the existence of an alternative 
transcription start site near the GWAS signal, but only active in erythrocytes.  How can this be?

ATP2B4 has an erythroid-specific transcript
1st exon 2nd exon

GWAS SNPs



The transcription of genes in red blood cells is controlled by a 
particular set of transcription factors – a key one is GATA1.

GATA1 is named after the DNA motif it recognises:

What is different about RBCs?

v1.factorbook.org

Transcription factor 
binding



GATA1 binds just upstream of 2nd exon
Measured GATA1 binding

ChIP-seq experiments show GATA1 binds just upstream of our new exon. 
Moreover, one of the associated SNPs disrupts the GATA1 motif.

1st exon 2nd exon

GWAS SNPs



Association 
signal

Known transcripts

...GGAGCGATAAGATA...

...GGAGCGGTAAGATA...
(malaria risk allele)

(malaria-protective allele)rs10715451

Erythroid
cells

from two 
experiments; 
N=3 & N=24

Risk allele creates GATA motif 
and is associated with increased 

ATP2B4 expression – of the 
erythroid transcript

RNA 
expression

(N=24)

exons

One of the malaria-associated SNPs disrupts the GATA site



Prediction: the alternative (=risk) allele creates a GATA1 site.  It 
would increase expression of ATP2B4 starting at the new exon.  
But it wouldn’t affect expression of the ‘usual’ 1st exon.

Does this really hold up?

N = 24 experimentally 
differentiated 
erythrocyte precursor 
cells



Ca+

Ca+

PMCA4

ATP2B4 encodes a calcium pump (called PMCA4) in the RBC membrane.
It acts to remove calcium from the cell.

When the parasite invades, the membrane gets inverted around the
parasite, so presumably PMCA4 must also get inverted.

PMCA4

Ca+
Zambo et al, Cell Calcium 2017

Functional hypothesis

Ca+

This might explain why lower expression of the 
gene provides protection – since  parasites require 

calcium to grow effectively.

This is a hypothesis - not 
experimentally tested (yet)!



Biology from GWAS - summary

Non-coding variants Long-distance interactions in the genome
Changes to gene expression

Polygenic effects (lots of variants involved)

Pleiotropy (a variant affects lots of phenotypes at once)

Genetic interactions Host-pathogen interactions

Anything that can happen, does happen.
…and there is lots of data!

Repetitive DNA / repeat expansions

Genome structural variation
Genome evolution

Cell-type / tissue heterogeneity



Lecture plan

• Recap & fallout from last lecture

• Gaining biological knowledge from GWAS

• Biological examples

• Pleiotropy, heritability and prediction



Pickrell et al Nat. Genet. 2016

We should be looking across traits



Prospective cohort studies
A new crop of studies aims to create a database of deep 
genotype, phenotype, and exposure data across large cohorts of 
individuals sampled from the population or from health services.  
Examples:

The 100,000 genomes project (UK)

Precision Medicine Initiative (US)

UK Biobank

China Kadoorie Biobank
CartaGene (Canada)



Collected 500,000 UK individuals who were 
40-69 years old in 2006-2010.

Participants provided blood, urine and saliva 
samples.  They also provided rich information 
on health and lifestyle.

Participants have been extensively genotyped 
and phenotyped

http://www.ukbiobank.ac.uk/



“The UK Biobank... aims to include 500,000 people from 
all around the UK... aged 40-69. This age group is being 
studied because it involves people at risk over the next 
few decades of developing a wide range of important 
diseases (including cancer, heart disease, stroke, 
diabetes, dementia). The NHS treats the single largest 
group of people anywhere in the world, and keeps 
detailed records on all of them from birth to death... 
This will help researchers to understand the causes of 
diseases better, and to find new ways to prevent and 
treat many different conditions”

http://www.ukbiobank.ac.uk/



Genetic data

N SNPs N samples

Genotyping on a 
custom microarray 
(Affymetrix UK 
Biobank Axion array)

800,000 500,000

Imputation to almost
all common and rare 
variants

100 million 500,000

Exome sequencing Everything in gene 
exons

500,000 in future
- by Regeneron

Genome sequencing Everything Sequencing is 
underway

http://www.ukbiobank.ac.uk/



http://www.ukbiobank.ac.uk/

“As of May 2018, there were over
14,000 deaths, 79,000 participants
with cancer diagnoses, and 400,000
participants with at least one hospital
admission. Considerable efforts are
now underway to incorporate data
from a range of other national
datasets including primary care,
screening programmes, and disease-
specific registries, as well as asking
participants directly about health-
related outcomes through online
questionnaire. Efforts are also
underway to develop scalable
approaches that can characterize in
detail different health outcomes by
cross-referencing multiple sources of
coded clinical information”

Bycroft et al Nature 2018 



Figure 3. Number of significant associations (P < 10-8) at each tested 
genetic variant for all traits, non-binary and binary phenotypes. The HLA 
region (±10Mb) is indicated.        
 

 
 

  

not peer-reviewed) is the author/funder. All rights reserved. No reuse allowed without permission. 
The copyright holder for this preprint (which was. http://dx.doi.org/10.1101/176834doi: bioRxiv preprint first posted online Aug. 16, 2017; 

Number of statistically significant assocaitions among 717 traits
Canela-Xandri et al, http://geneatlas.roslin.ed.ac.uk/phewas/

The UK biobank has let us discovery associations with 100s 
of traits across the whole genome, and indeed many 

variants are associated with many traits.



Any researcher can apply for this data.  

You can browse available data and apply 
at https://www.ukbiobank.ac.uk



Finally – the largest GWAS conducted to date



(Adult) height is ~90% heritable

NATURE GENETICS VOLUME 42 | NUMBER 7 | JULY 2010 565

A N A LY S I S

SNPs discovered by genome-wide association studies (GWASs) 
account for only a small fraction of the genetic variation of 
complex traits in human populations. Where is the remaining 
heritability? We estimated the proportion of variance for 
human height explained by 294,831 SNPs genotyped on 
3,925 unrelated individuals using a linear model analysis, and 
validated the estimation method with simulations based on 
the observed genotype data. We show that 45% of variance 
can be explained by considering all SNPs simultaneously. Thus, 
most of the heritability is not missing but has not previously 
been detected because the individual effects are too small 
to pass stringent significance tests. We provide evidence 
that the remaining heritability is due to incomplete linkage 
disequilibrium between causal variants and genotyped SNPs, 
exacerbated by causal variants having lower minor allele 
frequency than the SNPs explored to date.

GWASs in human populations have discovered hundreds of SNPs 
 significantly associated with complex traits1,2, yet for any one 
trait they typically account for only a small fraction of the genetic 
 variation. Where is the missing heritability, the so-called dark matter 
of the genome3,4? Suggested explanations include the existence of 
gene-by-gene or gene-by-environment interactions5, the common 
disease–rare variant hypothesis6 and the possibility that inherited 
epigenetic factors cause resemblance between relatives7,8. However, 
the variance explained by the validated SNPs is usually much less than 
the narrow-sense heritability, the proportion of phenotypic variance 
due to additive genetic variance. Non-additive genetic effects do not 
contribute to the narrow-sense heritability, so explanations based on 
non-additive effects are not relevant to the problem of missing herit-
ability (Supplementary Note). There are two logical explanations 
for the failure of validated SNP associations to explain the estimated  
heritability: either the causal variants each explain such a small amount 

of variation that their effects do not reach stringent significance 
thresholds and/or the causal variants are not in complete linkage 
disequilibrium (LD) with the SNPs that have been genotyped. Lack 
of complete LD might, for instance, occur if causal variants have lower 
minor allele frequency (MAF) than genotyped SNPs. Here we test 
these two hypotheses and estimate the contribution of each to the 
heritability of height in humans as a model complex trait.

Height in humans is a classical quantitative trait, easy to measure 
and studied for well over a century as a model for investigating the 
genetic basis of complex traits9,10. The heritability of height has been 
estimated to be ~0.8 (refs. 9,11–13). Rare mutations that cause extreme 
short or tall stature have been found14,15, but these do not explain 
much of the variation in the general population. Recent GWASs on 
tens of thousands of individuals have detected ~50 variants that are 
associated with height in the population, but these in total account 
for only ~5% of phenotypic variance16–19.

Data from a GWAS that are collected to detect statistical associations 
between SNPs and complex traits are usually analyzed by testing each 
SNP individually for an association with the trait. To account for the 
large number of significance tests carried out, a very stringent P value 
is used. This reduces the occurrence of false positives, but it may cause 
many real associations to be missed, especially if individual SNPs have a 
small effect on the trait. An alternative approach designed to overcome 
this problem is to fit all the SNPs simultaneously20. The effects of the 
SNPs are treated statistically as random, and the variance explained by 
all the SNPs together is estimated. This approach, which we use here, 
does not attempt to test the significance of individual SNPs but provides 
an unbiased estimate of the variance explained by the SNPs in total.

RESULTS
Estimating genetic variance explained by genome-wide SNPs
From a number of GWASs, we selected 4,259 individuals who were 
not knowingly related to one another and confirmed this with SNP 
data. We then estimated their pairwise genetic relationships using 
all autosomal markers (MAF ≥ 0.01) and retained 3,925 individuals 
(3,248 adults and 677 16-year-olds) whose pairwise relationship was 
estimated at less than 0.025 (maximum relatedness approximately 
corresponding to cousins two to three times removed; Supplementary 
Fig. 1). We fitted a linear model to the height data and used restricted 
maximum likelihood (REML)21 to estimate the variance explained 
by the SNPs. (In the Online Methods, we show how this can be 

Common SNPs explain a large proportion of the heritability 
for human height
Jian Yang1, Beben Benyamin1, Brian P McEvoy1, Scott Gordon1, Anjali K Henders1, Dale R Nyholt1,  
Pamela A Madden2, Andrew C Heath2, Nicholas G Martin1, Grant W Montgomery1, Michael E Goddard3 &  
Peter M Visscher1

1Queensland Institute of Medical Research, Brisbane, Queensland, Australia. 
2Department of Psychiatry, Washington University, St. Louis, Missouri, USA. 
3Department of Food and Agricultural Systems, University of Melbourne, 
Parkville, Victoria, Australia. Correspondence should be addressed to P.M.V. 
(peter.visscher@qimr.edu.au).

Published online 20 June 2010; doi:10.1038/ng.608
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About half of the 90% heritability is explained by common SNPs.

Idea: if genetics determines a trait, then more genetically similar individuals should have 
more similar phenotypes.  Can estimate how much genetics determines trait variation by 
comparing trait similarity in monozygotic (identical) and dizygotic twins.

In twins

From GWAS



 1 

A Saturated Map of Common Genetic Variants Associated with Human Height 1 
from 5.4 Million Individuals of Diverse Ancestries 2 
 3 
 4 
ABSTRACT 5 
 6 
Common SNPs are predicted to collectively explain 40-50% of phenotypic variation in 7 
human height, but identifying the specific variants and associated regions requires huge 8 
sample sizes. Here we show, using GWAS data from 5.4 million individuals of diverse 9 
ancestries, that 12,111 independent SNPs that are significantly associated with height 10 
account for nearly all of the common SNP-based heritability. These SNPs are clustered 11 
within 7,209 non-overlapping genomic segments with a median size of ~90 kb, covering 12 
~21% of the genome. The density of independent associations varies across the genome and 13 
the regions of elevated density are enriched for biologically relevant genes. In out-of-14 
sample estimation and prediction, the 12,111 SNPs account for 40% of phenotypic variance 15 
in European ancestry populations but only ~10%-20% in other ancestries. Effect sizes, 16 
associated regions, and gene prioritization are similar across ancestries, indicating that 17 
reduced prediction accuracy is likely explained by linkage disequilibrium and allele 18 
frequency differences within associated regions. Finally, we show that the relevant 19 
biological pathways are detectable with smaller sample sizes than needed to implicate 20 
causal genes and variants. Overall, this study, the largest GWAS to date, provides an 21 
unprecedented saturated map of specific genomic regions containing the vast majority of 22 
common height-associated variants. 23 
 24 
 25 
INTRODUCTION 26 
 27 
Since 2007, genome-wide association studies (GWAS) have identified thousands of associations 28 
between common single nucleotide polymorphisms (SNPs) and height, primarily using studies of 29 
European ancestry. The largest GWAS published to date for adult height focussed on common 30 
variation and reported up to 3,290 independent associations in 712 loci using a sample size of up 31 
to 700,000 individuals.1 To date, adult height, which is highly heritable and easily measured, has 32 
provided a larger number of common genetic associations than any other human phenotype. In 33 
addition, a large collection of genes has been implicated in disorders of skeletal growth, and these 34 
are enriched in loci mapped by GWAS of height in the normal range. These features make height 35 
an attractive model trait for assessing the role of common genetic variation in defining the genetic 36 
and biological architecture of polygenic human phenotypes. 37 
 38 
As available sample sizes continue to increase for GWAS of common variants, it becomes important 39 
to consider whether these larger samples can “saturate” or nearly completely catalogue the 40 
information that can be derived from GWAS. This question of completeness can take several forms, 41 
including prediction accuracy compared with heritability attributable to common variation, the 42 
mapping of associated genomic regions that account for this heritability, and whether increasing 43 
sample sizes continue to provide additional information about the identity of prioritised genes and 44 
gene sets. Furthermore, because most GWAS continue to be performed largely in populations of 45 
European ancestry, it is important to address these questions of completeness in the context of 46 

.CC-BY-NC-ND 4.0 International licenseperpetuity. It is made available under a
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GWAS of height in 5.4 million individuals

This very preprint 
appeared on bioRxiv in 
January 2022

Yengo et al bioRxiv (2021) https://doi.org/10.1101/2022.01.07.475305

It claims to map 
essentially all of the 
common mutations that 
determine human height.

There are 12,111 of them 
and (grouped into regions) 
they cover 21% of the 
genome.



GWAS of height in 5.4 million indiiduals

 35 

 
Fig. 1. Brisbane plot showing the genomic density of independent genetic associations with height. Each dot represents one of the 12,111 quasi-independent 
genome-wide significant (GWS; P<5×10-8) height-associated SNPs identified using approximate conditional and joint multiple-SNP (COJO) analyses of our trans-
ancestry GWAS meta-analysis. Density was calculated for each associated SNP as the number of other independent associations within 100 kb. A density of 1 means 
that a GWS COJO SNP share its location with another independent GWS COJO SNP within <100 kb. The average signal density across the genome is 2 (standard error; 
S.E. 0.14). S.E. were calculated using a Leave-One-Chromosome-Out jackknife approach (LOCO-S.E.). Sub-significant SNPs are not represented on the figure. 
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12,111 SNPs in regions covering ~21% of genome
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Fig. 2. Variance of height explained by HapMap 3 SNP within genome-wide significant (GWS) loci. Panel a shows stratified SNP-based heritability (ℎSNP2 ) 
estimates obtained after partitioning the genome into SNPs within 35 kb of a GWS SNP (“GWS loci” label) vs. SNPs >35 kb away from any GWS SNP. Analyses were 
performed in samples of five different ancestry/ethnic groups: European (EUR: meta-analysis of UK Biobank (UKB) + Lifelines study), African (AFR: meta-analysis of 
UKB + PAGE study), East-Asian (EAS: meta-analysis of UKB + China Kadoorie Biobank), South-Asian (SAS: UKB) and Hispanic group (HIS: PAGE). Panel b shows that 
>90% of ℎSNP2  in all ancestries is explained by SNPs within GWS loci identified in this study. The cumulative length of non-overlapping GWS loci is ~647 Mb, i.e. ~21% 
of the genome assuming a genome length of ~3039 Mb.22 The proportion of HapMap 3 SNPs in GWS loci is ~27%. 
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The regions identified explain a very large proportion of the heritability of height – especially 
in European populations.  (The rest of the heritability is probably in rarer variants not 
accessed by this study).



• Most human traits are highly heritable

• For ‘complex’ traits, the effects are made up of many genetic 
variants often with modest effects

• GWAS study designs can find these variants. 100s of 1000s of 
trait-associated SNPs have now been identified. They rely on 
large samples and dense genotyping, and exploit ancestral 
recombination between samples to narrow down signals.

• A major frontier is to understand the biology and translate these 
findings into clinically useful insights and predictions. 

(We need lots of quantitively-minded people to do this!)

Conclusions and summary



Thanks!


