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Learning objectives

Understand a genome-wide association study (GWAS) and the concept of a 
hypothesis-free approach to studying genetic associations.

Have a working knowledge of the different steps involved in the conduct of 
GWAS, including study design, quality control and basic analyses.

Be able to interpret and critically appraise evidence from genome-wide 
association studies.

Understand the relevance of replication, meta-analysis and consortia, and multi-
ancestry approaches, in genome-wide association studies.

Appreciate the use of post-GWAS analyses including fine mapping, gene and 
pathway analyses, and the concept of causal variants.



Lecture outline

• Why GWAS?  Heritability & genetic architecture

• Testing for association

• What to genotype, and how?  LD and the HapMap 
study

• A real GWAS study

• The challenge of understanding biology



What proportion of phenotypic variation is 
due to genetic variation?

The human genome is ~3.2 billion base pairs long.

About 1 in 100 – 1000 of those bases vary between people.



Human traits are highly heritable

Idea: if genetics determines a trait, then more genetically similar individuals should have 
more similar phenotypes.  Can estimate how much genetics determines trait variation by 
comparing trait similarity in monozygotic (identical) and dizygotic twins.

MZ
Twins 
r~0.92

DZ
Twins
r~0.47

All studied 
traits

Definition: Heritability is the proportion of trait variation explained by inherited factors (including 
genetics) . Can be estimated as ℎ2 ≈ 2×(𝑟!" − 𝑟#")

(2015)

(Adult) height is much more highly 
correlated between monozygotic 
than dizygotic twins.
Heritability is about 90%.

2748 papers, 



Human traits are highly heritable

Idea: if genetics determines a trait, then more genetically similar individuals should 
have more similar phenotypes.  Can estimate how much genetics determines trait 
variation by comparing trait similarity in monozygotic (identical) and dizygotic twins.

MZ
Twins 
r~0.64

DZ
Twins
r~0.34

All studied 
traits

Definition: Heritability is the proportion of trait variation explained by inherited factors 
(including genetics) . Can be estimated as ℎ2 ≈ 2×(𝑟!" − 𝑟#")

(2015)

Across all traits, phenotypes 
are much more highly 
correlated between 
monozygotics than dizygotic 
twins. Heritability (averaged 
across traits) is about 60%.



Human traits are highly heritable

Adult height
ℎ! ≈ 90%

Blood pressure
ℎ! ≈ 60% Depression

ℎ! ≈ 42%

“Higher 
level 

cognitive 
function”
ℎ! ≈ 80%

Structure 
of the 

eyeball
ℎ! ≈ 70%

(Browse the results at: https://match.ctglab.nl)

Lots of theoretical caveats might apply here – see Lecture 1. But in general it is true that a 
large proportion of variation in most human phenotypes is caused by genetics.

(2015)

If genetics determines a trait, then more 
genetically similar individuals should 
have more similar phenotypes. 

Monozygotic Dizygotic

https://match.ctglab.nl/


Two possible extreme genetic architectures

Genotype

population

Phenotype

Not affected Affected

Strength 
of effect

Genotype frequency
Very rare rare common Very common

Example: Huntingdon’s

Cell, Vol. 72, 971-963. March 26, 1993, Copyright 0 1993 by Cell Press 

A Novel Gene Containing a Trinucleotide Repeat 
That Is Expanded and Unstable 
on Huntington’s Disease Chromosomes 
The Huntington’s Disease Collaborative 
Research Group* 

Summary 

The Huntington’s disease (HD) gene has been mapped 
in 4~16.3 but has eluded identification. We have used 
haplotype analysis of linkage disequilibrium to spot- 
light a small segment of 4~16.3 as the likely location 
of the defect. A new gene, IT15, isolated using cloned 
trapped exons from the target area contains a poly- 
morphic trinucleotide repeat that is expanded and 
unstable on HD chromosomes. A (CAG), repeat longer 
than the normal range was observed on HD chromo- 
somes from all 75 disease families examined, com- 
prising a variety of ethnic backgrounds and 4~16.3 
haplotypes. The GAG), repeat appears to be located 
within the coding sequence of a predicted -346 kd 
protein that is widely expressed but unrelated to any 
known gene. Thus, the HD mutation involves an 
unstable DNA segment, similar to those described in 
fragile X syndrome, spino-bulbar muscular atrophy, 
and myotonic dystrophy, acting in the context of a 
novel 4~16.3 gene to produce a dominant phenotype. 

‘The Huntington’s Disease Collaborative Research 
Group comprises: 
Group 1: 
Marcy E. MacDonald,’ Christine M. Ambrose,’ 
Mabel P. Duyao,’ Richard H. Myers,2 Carol Lin,’ 
Lakshmi Srinidhi,’ Glenn Barnes,’ Sherry1 A. Taylor,’ 
Marianne James,’ Nicolet Groat,’ Heather MacFarlane,’ 
Barbara Jenkins,’ Mary Anne Anderson,’ 
Nancy S. Wexler,3 and James F. Gusella’t 
‘Molecular Neurogenetics Unit 
Massachusetts General Hospital 
and Department of Genetics 
Harvard Medical School 
Boston, Massachusetts 02114 
‘Department of Neurology 
Boston University Medical School 
Boston, Massachusetts 02118 
3Hereditary Disease Foundation 
1427 7th Street, Suite 2 
Santa Monica, California 90401 

Group 2: 
Gillian P. Bates, Sarah Baxendale, Holger Hummerich, 
Susan Kirby, Mike North, Sandra Youngman, 
Richard Mott, Gunther Zehetner, Zdenek Sedlacek, 
Annemarie Poustka, Anna-Maria Frischauf, 
and Hans Lehrach 
Genome Analysis Laboratory 
Imperial Cancer Research Fund 
Lincoln’s Inn Fields 
London, WCPA 3PX, England 

Group 3: 
Alan J. Buckler,’ Deanna Church,’ 
Lynn Doucette-Stamm,’ Michael C. O’Donovan,’ 

Introduction 

Huntington’s disease (HD) is a progressive neurodegener- 
ative disorder characterized by motor disturbance, cogni- 
tive loss, and psychiatric manifestations (Martin and Gu- 
sella, 1986). It is inherited in an autosomal dominant 
fashion and affects - 1 in 10,000 individuals in most popu- 
lations of European origin (Harper et al., 1991). The hall- 
mark of HD is a distinctive choreic movement disorder 
that typically has a subtle, insidious onset in the fourth to 
fifth decade of life and gradually worsens over a course 
of 10 to 20 years until death. Occasionally, HD is ex- 
pressed in juveniles, typically manifesting with more se- 
vere symptoms including rigidity and a more rapid course. 
Juvenile onset of HD is associated with a preponderance 
of paternal transmission of the disease allele. The neuro- 
pathology of HD also displays a distinctive pattern, with 
selective loss of neurons that is most severe in the caudate 
and putamen. The biochemical basis for neuronal death 
in HD has not yet been explained, and there is conse- 
quently no treatment effective in delaying or preventing 
the onset and progression of this devastating disorder. 

The genetic defect causing HD was assigned to chromo- 
some 4 in 1983 in one of the first successful linkage analy- 
ses using polymorphic DNA markers in humans (Gusella 

Laura Riba-Ramirer,’ Manish Shah,’ 
Vincent P. Stanton,’ Scott A. Strobel,2 
Karen M. Draths,* Jennifer L. Wales,2 Peter Dervan,2 
and David E. Housman’ 
‘Center for Cancer Research 
Massachusetts Institute of Technology 
Cambridge, Massachusetts 02139 
‘Division of Chemistry and Chemical Engineering 
California Institute of Technology 
Pasadena, California 91125 

Group 4: 
Michael Altherr, Rita Shiang, Leslie Thompson, 
Thomas Fielder, and John J. Wasmuth 
Department of Biological Chemistry 
University of California 
Irvine, California 92717 

Group 5: 
Danilo Tagle, John Valdes, Lawrence Elmer, Marc Allard, 
Lucia Castilla, Manju Swaroop, Kris Blanchard, 
and Francis S. Collins 
Department of Internal Medicine and Human Genetics 
and The Howard Hughes Medical Institute 
University of Michigan 
Ann Arbor, Michigan 48109 

Group 6: 
Russell Snell, Tracey Holloway, Kathleen Gillespie, 
Nicole Datson, Duncan Shaw, and Peter S. Harper 
Institute of Medical Genetics 
University of Wales College of Medicine 
Cardiff, CF4 4XN, Wales 

tCorrespondence should be addressed to James F. Gusella. 

Affects ~1 in 20,000 people of 
European ancestry
(less in Africa and Asia)Huntington’s Disease Gene 
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Figure 6. PCR Analysis of the (CAG), Repeat in a Venezuelan HD 
Sibship with Some Offspring Displaying Juvenile Onset 
Results of PCR analysis of a sibship in the Venezuelan HD pedigree 
are shown. Affected individuals are represented by closed symbols. 
Progeny are shown as triangles, and the birth order of some individuals 
has been changed for confidentiality. ANl, AN2, and AN3 mark the 
positions of the allelic products from normal chromosomes. AE marks 
the range of PCR products from the HD chromosome. The intensity 
of background constant bands, which represent a useful reference for 
comparison of the above PCR products, varies with slight differences 
in PCR conditions. The PCR products from cosmids L191Fl and 
GUS72-2130 are loaded in lanes 12 and 13 and have 18 and 48 CAG 
repeats, respectively. 

(lane 2) to seven children (lanes 3, 5, 6, 7, 8, 10, and 11). 
The three normal chromosomes present in this mating 
yielded a PCR product in the normal size range (ANI, 
AN2, and AN3) that was inherited in a Mendelian fashion. 
The HD chromosome in the father yielded a diffuse, fuzzy 
PCR product slightly smaller than the 48 repeat product 
of our non-Venezuelan HD cosmid. Except for the DNA 
in lane 5, which did not PCR amplify, and in lane 11, which 
displayed only a single normal allele, each of the affected 
children’s DNAs yielded a PCR product of a different size 
(AE), indicating instability of the HD chromosome (CAG), 
repeat. Lane 6 contained an HD-specific product slightly 
smaller than or equal to that of the father’s DNA. Lanes 
3, 7, 10, and 8, respectively, contained HD-specific PCR 
products of progressively larger size. The absence of an 
HD-specific PCR product in lane 11 suggested that this 
child’s DNA possessed a (CAG), repeat that was too long 
to amplify efficiently. This was verified by Southern blot 
analysis in which the expanded HD allele was easily de- 
tected and estimated to contain up to 100 copies of the 
repeat. Notably, this child had juvenile onset of HD at the 
very early age of 2 years. The onset of HD in the father 
was when he was in his early 40s typical of most adult HD 
patients in this population. The onset ages of the children 
represented by lanes 3, 7, 10, and 8 were 26, 25, 14, 
and 11 years, respectively, suggesting a rough correlation 
between age at onset of HD and the length of the (CAG), 
repeat on the HD chromosome. In keeping with this trend, 
the offspring represented in lane 6 with the fewest repeats 
has reached adulthood without showing symptoms of the 
disorder. 

Figure 7 shows PCR analysis for a second sibship from 
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Figure 7. PCR Analysis of the (CAG). Repeat in a Venezuelan HD Sibship with Offspring Homozygous for the Same HD Haplotype 
Results of PCR analysis o‘a sibship from the Venezuelan IHD pedigree in which both parents are affected by HD are shown. Progeny are shown 
as triangles and birth order has been altered for confidentiality. No HD diagnostic information is given to preserve the blind status of investigators 
in the Venezuelan Collaborative Group. AN1 and AN2 mark the positions of the allelic products from normal parental chromosomes. AE marks 
the range of PCR products from the HD chromosome. The PCR products from cosmids LiQlFl and GUS72-2130 are loaded in lanes 29 and 30 
and have 18 and 48 CAG repeats, respectively. 

Discovered by looking in families

A “Mendelian” trait



End of an era

Discovery 
of A/B/O

1901

Low-
throughput 
genotyping 
methods

1993

Huntingdon’s (HTT)Structure of 
DNA

1950’s

1970’s

1980’s

1989

Cystic fibrosis 
(CFTR)

Alzheimer’s (APOE)

1994-5

Breast cancer 
(BRCA1/2 )

The era of linkage (family) 
studies

‘Sanger’ DNA 
sequencing

“Linkage Mapping was successful in identifying the 
genetic basis of many human diseases in which the 
disease penetrance resembles a simple Mendelian 

model e.g. Huntington’s disease, Cystic Fibrosis, some 
forms of breast cancer, Alzheimers, …“

“…but the literature is now replete with linkage 
screens for an array of common ‘complex’ disorders 

such as schizophrenia, manic depression, autism, 
asthma, type I and type II diabetes, Multiple 

Sclerosis, Lupus. Although many  of these studies 
have reported significant linkage findings, none has 

lead to convincing replication”

– Risch “Searching for genetic determinants in the 
new millennium” Nature (2000)



Common variant, common disease hypothesis

Genotype

Phenotype

Strength 
of effect

Genotype frequency
Very rare rare common Very common

population

Affected



Genotype

Phenotype

population

Affected

Strength 
of effect

Genotype frequency
Very rare rare common Very common

A complex trait.
Caused by many factors, each having a 
small overall effect.  Including

- Many genetic variants, including 
common ones

- Environmental factors
- Gene-environment or gene-gene 

interactions
- …

Common variant, common disease hypothesis



Summary

• Most human phenotypes are highly heritable - a large 
proportion of phenotype variation seems to be caused by 
genetics.  ~60% on average!

• In principle this heritability could occur in different ways – for 
example through single variants with strong effects, or through 
multiple variants with small effects.

• By the 2000s family studies had identified the causes of 
several mendelian traits, but had failed to solve the genetics of 
multiple complex diseases.  

Was the “common variant, common disease“ hypothesis true?



Lecture outline

• Why GWAS?  Heritability & genetic architecture

• Testing for association

• What to genotype, and how?  LD and the HapMap 
study

• A real GWAS study

• The challenge of understanding biology



Searching for a needle in a haystack

G
g

Needle = true causal effect

Haystack = millions of genetic variants

Aim: find the causal genetic variants

Phenotype
Yellow=disease cases



Causal effects generate relative risk ≠ 1

G
g

If genotype G causes disease, then carrying G will make you more 
likely to have disease.  That is,

𝑃 disease|genotype 𝐺
𝑃 disease|genotype 𝑔 > 1

“Chance/frequency of disease 
given genotype G”

“Chance/frequency of disease 
given genotype g”



Causal effects generate relative risk ≠ 1

G
g

If genotype G causes disease, then carrying G will make you more 
likely to have disease.  That is,

=
𝑃 disease|genotype 𝐺
𝑃 disease|genotype 𝑔 > 1

“Chance/frequency of disease 
given genotype G”

“Chance/frequency of disease 
given genotype g”

Relative risk



Causal effects generate relative risk ≠ 1

G
g

If genotype G causes disease, then carrying G will make you more 
likely to have disease.  That is,

=
𝑃 disease|genotype 𝐺
𝑃 disease|genotype 𝑔 > 1

“Chance/frequency of disease 
given genotype G”

“Chance/frequency of disease 
given genotype g”

Relative risk

=> We can find genetic effects by looking for 𝐑𝐑 ≠ 𝟏



How to run a GWAS, take 1

2. Genotype genetic variants genome-wide 
and estimate relative risk

1. Collect DNA samples from as many cases 
and controls as possible

3. If there’s enough statistical evidence
that RR != 1, bingo!

(+ now try to understand the underlying biology…)



How to run a GWAS, take 1

2. Genotype genetic variants genome-wide 
and estimate relative risk

Which people?
How many?

How to estimate?

1. Collect DNA samples from as many cases 
and controls as possible

How much evidence needed?

What to genotype 
and how?

3. If there’s enough statistical evidence
that RR != 1, bingo!

(+ now try to understand the underlying biology…)



Causal effects generate relative risk ≠ 1

G
g

If genotype G causes disease, then carrying G will make you more 
likely to have disease.  

=
𝑃 disease|genotype 𝐺
𝑃 disease|genotype 𝑔 > 1Relative risk Write as “probability” 

instead of “chance”



How to estimate relative risk?

𝑅𝑅 =
𝑃 disease| 𝐺
𝑃 disease| 𝑔

(in population)

Disease frequencies 
given genotype



How to estimate relative risk?

𝑅𝑅 =
𝑃 disease| 𝐺
𝑃 disease| 𝑔 =

𝑃 𝐺|disease
𝑃 𝑔|disease ×

𝑃(𝑔)
𝑃(𝐺)

Genotype frequencies 
in cases and controls

(in population)

To estimate the relative risk, we just need to measure the 
genotypes in some disease cases and population controls.

Disease frequencies 
given genotype

(Note: apply Bayes’ theorm)



How to estimate relative risk?

G g
Disease cases: a b

Controls*: c d
𝑂𝑅 =

𝑎
𝑏
×
𝑑
𝑐

𝑅𝑅 =
𝑃 disease| 𝐺
𝑃 disease| 𝑔 =

𝑃 𝐺|disease
𝑃 𝑔|disease ×

𝑃(𝑔)
𝑃(𝐺)

Genotype frequencies 
in cases and controls

(in population)

(in sample)

To estimate the relative risk, we just need to measure the 
genotypes in some disease cases and population controls.

Disease frequencies 
given genotype



How to estimate relative risk?

G g
Disease cases: a b

Controls*: c d
𝑂𝑅 =

𝑎
𝑏
×
𝑑
𝑐

𝑅𝑅 =
𝑃 disease| 𝐺
𝑃 disease| 𝑔 =

𝑃 𝐺|disease
𝑃 𝑔|disease ×

𝑃(𝑔)
𝑃(𝐺)

Genotype frequencies 
in cases and controls

(in population)

(in sample)

The odds ratio in a sample of cases and (population) controls
estimates the population relative risk.

To estimate the relative risk, we just need to measure the 
genotypes in some disease cases and population controls.

Disease frequencies 
given genotype

Note: Also approximately true for ‘true’ controls, provided the disease is relatively rare.



Example: O blood group and severe malaria

O non-O
Severe malaria cases 686 843

Controls: 839 700
𝑂𝑅 =

686
843

×
700
839

= 0.68

Data from N=3,068 samples from Kilifi, Kenya
MalariaGEN 2019 doi: 10.1038/s41467-019-13480-z 

Estimate that O blood group is 
associated with a ~30% lower chance 
of severe malaria (all else being equal).

Cases were ascertained as children arriving in hospital with severe symptoms compatible 
with malaria & parasitaemia

Controls were ascertained from new births in the same hospitals.

But how accurate is this estimate?
How much evidence that 𝑅𝑅 ≠ 1?



Key association test summary statistics

Effect size estimate. i.e. the odds ratio.  Typically expressed on the log scale 

and denoted by beta ( 9𝛽).

The P-value is computed in practice by 
assuming the errors have a normal 

distribution:

𝑃 = Φ!" log(OR)
se

Computed from these is The p-value expressing the evidence that 𝑅𝑅 ≠ 1. 

Normal distribution function

For a GWAS we typically want P very small.
Typical threshold used: 𝑃 < 5×10./

i.e. log(OR) estimate is about 5.5 standard 
errors away from zero.

The standard error, which reflects uncertainty in the 
estimate.  Also usually expressed on the log(OR) scale and 
denoted as “se”.

A 95% confidence interval

1.96 ⋅ se 1.96 ⋅ se
0𝛽



How accurate is our estimate?

Standard error(log𝑂𝑅) ≈
1

𝑁×𝑓 1 − 𝑓 ×𝜙(1 − 𝜙)

N = sample size = 
𝑎 + 𝑏 + 𝑐 + 𝑑

f = frequency of G 
allele

𝜙 = proportion of 
cases

Incredibly useful formula:

The accuracy of the estimate (and our ability to distinguish 
from zero) depends on sample size, variant frequency, and 

on the proportion of cases in the study.

Note: this formula is appropriate for two alleles G vs. g, e.g. O blood group example.  
For an additive test GG/Gg/gg, use 2N in place of N.



Example: O blood group is associated with malaria protection

O non-O
Severe malaria cases 686 843

Controls: 839 700
𝑂𝑅 =

686
843×

700
839 = 0.68

Standard error(log𝑂𝑅) ≈
1

3068×0.45×0.55×0.25
≈ 0.073

Convert back to RR scale:
Estimated relative risk = 0.68
95% CI = 0.59-0.78
(estimate +/- 1.96 standard errors)

(on log scale)

●

−0.8 −0.6 −0.4 −0.2 0.0 0.2 0.410.750.5

Data from N=3,068 samples from Kilifi, Kenya
MalariaGEN 2019 doi: 10.1038/s41467-019-13480-z 

i.e. log 𝑂𝑅 ≈ −0.386

Estimate is about 5 standard errors from zero
𝑃 = 9.6×10@A

RR



Using regression to estimate

In a real study we would typically use a regression method e.g. 
logistic regression, rather than the above simple 2x2 calculation.  
This is more flexible, allowing to control for other variables and/or assessing different 
models of association e.g. additive/ dominant / recessive and so on:

logodds disease 𝑔 = baseline + 9𝛽×𝑔 + other variables…

log(OR) estimate

For a continuous trait (e.g. height) might use linear regression instead.

The method gives back the estimate, the standard error, and the 
p-value so don’t have to compute by hand as above.



How to run a GWAS

2. Genotype at variants genome-wide and 
estimate relative risk by computing the odds ratio, 
standard error and P-value.

3. If P is small enough, bingo!

Which people?
How many?

1. Collect DNA samples from as many disease cases 
and population controls as possible
The se formula can be used to estimate how are many needed for a 
given effect size and variant frequency

How much evidence needed?

✔

✔

E.g. 𝑃 < 5×10./

✔ How to estimate?

What to genotype 
and how?

(+ now try to understand the underlying biology…)



Practical gotchas…



Causal effects generate relative risk ≠ 1
G
g

1. If genotype G causes disease, then will have 𝑅𝑅 ≠ 1

2. We estimate the RR and standard error in a sample of cases and 
controls.  If the estimate is sufficiently far from 1, we declare them 
associated.

3. If P-value is small enough, they are associated, so start to get 
interested.

Causal effect



Major confounder 1: poor genotyping

G
g

Experimental 
setup

Genotyping 
process

E.g. 
differential 
genotyping 
performance 
between 
cases and 
controls

Association tests capture all causal paths from genotype to phenotype – even those that have 
nothing to do with biology.



Major confounder 2: population structure

G
g

Population 
structure

Case/control 
sampling

E.g. different 
rates of 

sampling cases 
in different 

ancestral 
backgrounds

Association tests capture all causal paths from genotype to phenotype – even those that have 
nothing to do with biology.



Major confounder 3: linkage disequilibrium

G
g

H
h

Linkage disequilibrium

Will also pick up effects 
from all nearby causal 
variants that are in LD

If this variant were the 
causal one, we’d still 
detect it through G/g

Association tests capture all causal paths from genotype to phenotype – even those that have 
nothing to do with biology.



How to run a GWAS

2. Genotype at variants genome-wide and 
estimate relative risk by computing the odds ratio, 
standard error and P-value.

3. If P is small enough, bingo!

1. Collect DNA samples from as many disease cases 
and population controls as possible
The se formula can be used to estimate how are many needed for a 
given effect size and variant frequency



How to run a GWAS, take 2

2. Genotype at variants genome-wide and perform 
careful quality control

3. Estimate relative risk by computing the odds ratio, standard 
error and P-value, controlling for potential confounders

4. If P is small enough, there may be a link between 
genotype and phenotype

1. Collect DNA samples from as many disease cases and 
population controls as possible
The se formula can be used to estimate how are many needed for a given effect 
size and variant frequency

5. Attempt to replicate or find other corroborating 
evidence

(+ now try to understand the underlying biology…)

What to 
genotype and 
how?



Lecture outline

• Why GWAS?  Heritability & genetic architecture

• Testing for association

• What to genotype, and how?  LD and the HapMap 
study

• A real GWAS study

• The challenge of understanding biology



G
g

In an ideal world we would just genome sequence everyone and capture all 
variation.

In practice that is too expensive.  We must make do with genotyping a 
subset of a few million genetic variants instead.

** * * *

Variant we’re looking for

Variants we’ve typed

How does this work?



End of the linkage era

Discovery 
of A/B/O

1901

Low-
throughput 
genotyping 
methods

1993

Huntingdon’s (HTT)Structure of 
DNA

1950’s

1970’s

1980’s

1989

Cystic fibrosis 
(CFTR)

Alzheimer’s (APOE)

1994-5

Breast cancer 
(BRCA1/2 )

‘Sanger’ DNA 
sequencing



The birth of GWAS

Discovery 
of A/B/O

1901

Low-
throughput 
genotyping 
methods

1993

Huntingdon’s (HTT)Structure of 
DNA

1950’s

1970’s

1980’s

1989

Cystic fibrosis 
(CFTR)

Alzheimer’s (APOE)

1994-5

Breast cancer 
(BRCA1/2 )

‘Sanger’ DNA 
sequencing

Human 
genome 

completed

2003

2005

Mapping of > 1 
million common 
genetic variants

(International 
HapMap Project)

2007

First proof of 
principle 

GWAS studies 
e.g. WTCCC

Microarray genotyping 
technology

(100s of 1000s of 
markers)

High-throughput 
‘next generation’ 

sequencing

2010



Mutation arises

Gets passed on 
through many 
generations 

Recombination 
breaks this down 
leading to local 
patterns

Patterns of LD depend on overall population size.
There are higher levels of LD in smaller populations.

Time
Changes in frequency 
cause variants to 
become correlated 
(LD)

We expect linkage disequilbrium between the causal mutation and 
nearby variants.
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A haplotype map of the human genome
The International HapMap Consortium*

Inherited genetic variation has a critical but as yet largely uncharacterized role in human disease. Here we report a
public database of common variation in the human genome: more than one million single nucleotide polymorphisms
(SNPs) for which accurate and complete genotypes have been obtained in 269 DNA samples from four populations,
including ten 500-kilobase regions in which essentially all information about common DNA variation has been extracted.
These data document the generality of recombination hotspots, a block-like structure of linkage disequilibrium and low
haplotype diversity, leading to substantial correlations of SNPs with many of their neighbours. We show how the
HapMap resource can guide the design and analysis of genetic association studies, shed light on structural variation and
recombination, and identify loci that may have been subject to natural selection during human evolution.

Despite the ever-accelerating pace of biomedical research, the root
causes of common human diseases remain largely unknown, pre-
ventativemeasures are generally inadequate, and available treatments
are seldom curative. Family history is one of the strongest risk factors
for nearly all diseases—including cardiovascular disease, cancer,
diabetes, autoimmunity, psychiatric illnesses and many others—
providing the tantalizing but elusive clue that inherited genetic
variation has an important role in the pathogenesis of disease.
Identifying the causal genes and variants would represent an impor-
tant step in the path towards improved prevention, diagnosis and
treatment of disease.
More than a thousand genes for rare, highly heritable ‘mendelian’

disorders have been identified, in which variation in a single gene is
both necessary and sufficient to cause disease. Common disorders, in
contrast, have proven much more challenging to study, as they
are thought to be due to the combined effect of many different
susceptibility DNA variants interacting with environmental factors.
Studies of common diseases have fallen into two broad categories:

family-based linkage studies across the entire genome, and popu-
lation-based association studies of individual candidate genes.
Although there have been notable successes, progress has been slow
due to the inherent limitations of the methods; linkage analysis has
low power except when a single locus explains a substantial fraction
of disease, and association studies of one or a few candidate genes
examine only a small fraction of the ‘universe’ of sequence variation
in each patient.
A comprehensive search for genetic influences on disease would

involve examining all genetic differences in a large number of affected
individuals and controls. It may eventually become possible to
accomplish this by complete genome resequencing. In the meantime,
it is increasingly practical to systematically test common genetic
variants for their role in disease; such variants explain much of the
genetic diversity in our species, a consequence of the historically
small size and shared ancestry of the human population.
Recent experience bears out the hypothesis that common variants

have an important role in disease, with a partial list of validated
examples including HLA (autoimmunity and infection)1, APOE4
(Alzheimer’s disease, lipids)2, Factor VLeiden (deep vein thrombosis)3,
PPARG (encoding PPARg; type 2 diabetes)4,5, KCNJ11 (type 2

diabetes)6, PTPN22 (rheumatoid arthritis and type 1 diabetes)7,8,
insulin (type 1 diabetes)9,CTLA4 (autoimmune thyroid disease, type
1 diabetes)10, NOD2 (inflammatory bowel disease)11,12, complement
factor H (age-related macular degeneration)13–15 and RET (Hirsch-
sprung disease)16,17, among many others.
Systematic studies of common genetic variants are facilitated by

the fact that individuals who carry a particular SNP allele at one site
often predictably carry specific alleles at other nearby variant sites.
This correlation is known as linkage disequilibrium (LD); a particu-
lar combination of alleles along a chromosome is termed a haplotype.
LD exists because of the shared ancestry of contemporary chromo-

somes.When a new causal variant arises throughmutation—whether
a single nucleotide change, insertion/deletion, or structural altera-
tion—it is initially tethered to a unique chromosome on which it
occurred, marked by a distinct combination of genetic variants.
Recombination and mutation subsequently act to erode this associ-
ation, but do so slowly (each occurring at an average rate of about
1028 per base pair (bp) per generation) as compared to the number
of generations (typically 104 to 105) since the mutational event.
The correlations between causal mutations and the haplotypes on

which they arose have long served as a tool for human genetic
research: first finding association to a haplotype, and then sub-
sequently identifying the causal mutation(s) that it carries. This was
pioneered in studies of the HLA region, extended to identify causal
genes for mendelian diseases (for example, cystic fibrosis18 and
diastrophic dysplasia19), and most recently for complex disorders
such as age-related macular degeneration13–15.
Early information documented the existence of LD in the human

genome20,21; however, these studies were limited (for technical
reasons) to a small number of regions with incomplete data, and
general patterns were challenging to discern. With the sequencing of
the human genome and development of high-throughput genomic
methods, it became clear that the human genome generally
displays more LD22 than under simple population genetic models23,
and that LD is more varied across regions, and more segmentally
structured24–30, than had previously been supposed. These obser-
vations indicated that LD-based methods would generally have
great value (because nearby SNPs were typically correlated with
many of their neighbours), and also that LD relationships would
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The HapMap project estimated LD

A database of > 1M SNPs found in European, 
African, and Asian ancestry individuals
(A subset of the samples later used in the 1000 Genomes Project)

Recombination turns out to be highly nonuniform.  
It is concentrated in recombination hotspots.  So 
mutations are carried on longer haplotypes than had 
been expected.
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The typical SNP is highly correlated with many of its neighbours.
The ENCODE data reveal that SNPs are typically perfectly correlated
to several nearby SNPs, and partially correlated to many others.
We use the term proxy to mean a SNP that shows a strong

correlation with one or more others. When two variants are perfectly
correlated, testing one is exactly equivalent to testing the other; we
refer to such collections of SNPs (with pairwise r2 ¼ 1.0 in the
HapMap samples) as ‘perfect proxy sets’.
Considering only common SNPs (the target of study for the

HapMap Project) in CEU in the ENCODE data, one in five SNPs
has 20 or more perfect proxies, and three in five have five or more.
In contrast, one in five has no perfect proxies. As expected, perfect
proxy sets are smaller in YRI, with twice as many SNPs (two in five)
having no perfect proxy, and a quarter as many (5%) having 20 or
more (Figs 11 and 12). These patterns are largely consistent across
the range of frequencies studied by the project, with a trend
towards fewer proxies at MAF , 0.10 (Fig. 11). Put another way,
the average common SNP in ENCODE is perfectly redundant with
three other SNPs in the YRI samples, and nine to ten other SNPs in
the other sample sets (Fig. 13).
Of course, to be detected through LD in an association study,

correlation need not be complete between the genotyped SNP and
the causal variant. For example, under a multiplicative disease model
and a single-locus x 2 test, the sample size required to detect
association to an allele scales as 1/r2. That is, if the causal SNP has
an r2 ¼ 0.5 to one tested in the disease study, full power can be
maintained if the sample size is doubled.
The number of SNPs showing such substantial but incomplete

correlation is much larger. For example, using a looser threshold for
declaring correlation (r2 $ 0.5), the average number of proxies
found for a common SNP in CHBþJPT is 43, and the average in
YRI is 16 (Fig. 12). These partial correlations can be exploited
through haplotype analysis to increase power to detect putative
causal alleles, as discussed below.
Evaluating performance of the Phase I map. To estimate the
proportion of all common SNPs captured by the Phase I map, we

Figure 10 | The relationship among recombination rates, haplotype lengths
and gene locations. Recombination rates in cMMb21 (blue). Non-
redundant haplotypes with frequency of at least 5% in the combined sample
(bars) and genes (black segments) are shown in an example gene-dense

region of chromosome 19 (19q13). Haplotypes are coloured by the number
of detectable recombination events they span, with red indicating many
events and blue few.

Figure 9 | The distribution of recombination events over the ENCODE
regions. Proportion of sequence containing a given fraction of all
recombination for the ten ENCODE regions (coloured lines) and combined
(black line). For each line, SNP intervals are placed in decreasing order of
estimated recombination rate46, combined across analysis panels, and the
cumulative recombination fraction is plotted against the cumulative
proportion of sequence. If recombination rates were constant, each line
would lie exactly along the diagonal, and so lines further to the right reveal
the fraction of regions where recombination is more strongly locally
concentrated.
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Shared haplotype lengths

The extent of LD depends on the amount of recombination.
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varies by chromosome; when plotted against average recombination
rate on each chromosome (estimated from pedigree-based genetic
maps) these differences largely disappear (Supplementary Fig. 6).
Similarly, the distribution of haplotype length across chromosomes
is less variable when measured in genetic rather than physical
distance. For example, the median length of haplotypes is 54.4 kb
on chromosome 1 compared to 34.8 kb on chromosome 21. When
measured in genetic distance, however, haplotype length is much
more similar: 0.104 cM on chromosome 1 compared to 0.111 cM on
chromosome 21 (Supplementary Fig. 9).
The exception is again the X chromosome, which has more

extensive haplotype structure after accounting for recombination
rate (median haplotype length ¼ 0.135 cM). Multiple factors could

explain different patterns on the X chromosome: lower SNP density,
smaller sample size, restriction of recombination to females and
lower effective population size.

A view of LD focused on the putative causal SNP
Although genealogy and recombination provide insight into why
nearby SNPs are often correlated, it is the redundancies among SNPs
that are of central importance for the design and analysis of
association studies. A truly comprehensive genetic association
study must consider all putative causal alleles and test each for its
potential role in disease. If a causal variant is not directly tested in the
disease sample, its effect can nonetheless be indirectly tested if it is
correlated with a SNP or haplotype that has been directly tested.

Figure 8 | Comparison of linkage disequilibrium and recombination for two
ENCODE regions. For each region (ENr131.2q37.1 and ENm014.7q31.33),
D 0 plots for the YRI, CEU and CHBþJPTanalysis panels are shown: white,
D 0 , 1 and LOD , 2; blue, D 0 ¼ 1 and LOD , 2; pink, D 0 , 1 and
LOD $ 2; red,D 0 ¼ 1 and LOD $ 2. Below each of these plots is shown the

intervals where distinct obligate recombination events must have occurred
(blue and green indicate adjacent intervals). Stacked intervals represent
regions where there aremultiple recombination events in the sample history.
The bottom plot shows estimated recombination rates, with hotspots shown
as red triangles46.
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HapMap estimated how many SNPs genome-wide 
would need to be typed to capture (by LD) most 
common genetic variants.  E.g. 250,000 would 
capture ~95% of SNPs in European populations.



The birth of GWAS
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Microarrays developed in the late 90’s / early 2000’s.
For the first time was possible to rapidly type hundreds of thousands or millions of SNPs



How a microarray works

Wash the DNA over 
and let it hybridise to 
millions of probes – 
one for each SNP

Flourescent markers 
are then attached.  A 
picture is taken of 
the array.



A microarray gives you intensities, not genotypes

For each SNP, you get back this:

Each dot represents DNA from one individual.
X axis = image intensity for 1st  SNP allele
Y axis = image intensity for 2nd SNP allele

B/B

A/B

A/A

An algorithm is needed to turn the 
intensity values (x/y axis values) 
into genotype calls (colours).



Typical studies use microarrays to genotype 
hundreds of thousands to millions of genetic markers 
genome-wide.

They rely on patterns of LD to ‘access’ all the 
remaining genome-wide variation.

Imputatation may also be used to effectively extend 
the number of variants accessed.



Lecture outline

• Why GWAS?  Heritability & genetic architecture

• Testing for association

• What to genotype, and how?  LD and the HapMap 
study

• A real GWAS study: WTCCC

• The challenge of understanding biology



Anatomy of a GWAS – what to look for

What samples How many?

How many?

How did they do quality 
control – is it adequate?

Did they find anything with enough 
evidence?

Can they understand the biology?

1. Collect as many cases and controls as possible

2. Genotype (or impute) them at as many variants 
across the genome as possible

4. Estimate relative risks, and look for statistical 
evidence that of 𝑅𝑅 ≠ 	1

5. If estimate is many standard deviations from zero, 
bingo!  We may have found a true causal effect.

7. (Now try to understand the underlying biology.)

3. Deal with potential confounders – careful data 
quality control and handle population structure.

6.Replicate in other studies, or find other 
corroborating evidence?

Is it convincing?



A real GWAS study - WTCCC

Studied seven common diseases in the UK

Bipolar disorder, Coronary Artery Disease, Crohn’s disease, Hypertension, 
Rheumatoid arthritis, Type 1 and Type 2 Diabetes

Genotyped at 500,000 SNPs across the genome  

doi:10.1038/nature05911

ARTICLES

Genome-wide association study of 14,000
cases of seven common diseases and
3,000 shared controls
The Wellcome Trust Case Control Consortium*

There is increasing evidence that genome-wide association (GWA) studies represent a powerful approach to the
identification of genes involved in common human diseases.We describe a joint GWAstudy (using the Affymetrix GeneChip
500KMapping Array Set) undertaken in the British population, which has examined,2,000 individuals for each of 7 major
diseases and a shared set of ,3,000 controls. Case-control comparisons identified 24 independent association signals at
P, 53 1027: 1 in bipolar disorder, 1 in coronary artery disease, 9 in Crohn’s disease, 3 in rheumatoid arthritis, 7 in type 1
diabetes and 3 in type 2 diabetes. On the basis of prior findings and replication studies thus-far completed, almost all of these
signals reflect genuine susceptibility effects. We observed association at many previously identified loci, and found
compelling evidence that some loci confer risk for more than one of the diseases studied. Across all diseases, we identified a
large number of further signals (including 58 loci with single-point P values between 1025 and 53 1027) likely to yield
additional susceptibility loci. The importance of appropriately large samples was confirmed by the modest effect sizes
observed at most loci identified. This study thus represents a thorough validation of the GWA approach. It has also
demonstrated that careful use of a shared control group represents a safe and effective approach to GWA analyses of
multiple disease phenotypes; has generated a genome-wide genotype database for future studies of common diseases in the
British population; and shown that, provided individuals with non-European ancestry are excluded, the extent of population
stratification in the British population is generally modest. Our findings offer new avenues for exploring the pathophysiology
of these important disorders. We anticipate that our data, results and software, which will be widely available to other
investigators, will provide a powerful resource for human genetics research.

Despite extensive research efforts for more than a decade, the genetic
basis of common humandiseases remains largely unknown. Although
there have been some notable successes1, linkage and candidate gene
association studies have often failed to deliver definitive results. Yet
the identification of the variants, genes and pathways involved in
particular diseases offers a potential route to new therapies, improved
diagnosis and better disease prevention. For some time it has been
hoped that the advent of genome-wide association (GWA) studies
would provide a successful new tool for unlocking the genetic basis
of many of these common causes of humanmorbidity andmortality1.

Three recent advances mean that GWA studies that are powered to
detect plausible effect sizes are now possible2. First, the International
HapMap resource3, which documents patterns of genome-wide vari-
ation and linkage disequilibrium in four population samples, greatly
facilitates both the design and analysis of association studies. Second,
the availability of dense genotyping chips, containing sets of hundreds of
thousands of single nucleotide polymorphisms (SNPs) that provide
good coverage of much of the human genome, means that for the first
timeGWAstudies for thousandsof cases andcontrols are technically and
financially feasible. Third, appropriately large and well-characterized
clinical samples have been assembled for many common diseases.

The Wellcome Trust Case Control Consortium (WTCCC) was
formed with a view to exploring the utility, design and analyses of
GWA studies. It brought together over 50 research groups from the
UK that are active in researching the genetics of common human
diseases, with expertise ranging from clinical, through genotyping, to

informatics and statistical analysis. Here we describe the main experi-
ment of the consortium: GWA studies of 2,000 cases and 3,000 shared
controls for 7 complex human diseases of major public health import-
ance—bipolar disorder (BD), coronary artery disease (CAD), Crohn’s
disease (CD), hypertension (HT), rheumatoid arthritis (RA), type 1
diabetes (T1D), and type 2 diabetes (T2D). Two further experiments
undertaken by the consortium will be reported elsewhere: a GWA
study for tuberculosis in 1,500 cases and 1,500 controls, sampled from
The Gambia; and an association study of 1,500 common controls with
1,000 cases for each of breast cancer, multiple sclerosis, ankylosing
spondylitis and autoimmune thyroid disease, all typed at around
15,000 mainly non-synonymous SNPs. By simultaneously studying
seven diseases with differing aetiologies, we hoped to develop insights,
not only into the specific genetic contributions to each of the diseases,
but also into differences in allelic architecture across the diseases. A
further major aim was to address important methodological issues of
relevance to all GWA studies, such as quality control, design and ana-
lysis. In addition to our main association results, we address several of
these issues below, including the choice of controls for genetic studies,
the extent of population structure within Great Britain, sample sizes
necessary to detect genetic effects of varying sizes, and improvements in
genotype-calling algorithms and analytical methods.

Samples and experimental analyses

Individuals included in the study were living within England,
Scotland and Wales (‘Great Britain’) and the vast majority had

*Lists of participants and affiliations appear at the end of the paper.
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A real study - WTCCC



Anatomy of a GWAS – what to look for

N=2,000 cases and 
3,000 controls

Genotyped at 500k 
SNPs

Have they done adequate 
data quality control?  
Have they dealt with 

possible confounders?

Did they find anything 
with strong evidence?

What about biology?

1. Collect as many cases and controls as possible

2. Genotype (or impute) them at as many variants 
across the genome as possible

4. Estimate relative risks, and look for statistical 
evidence that of 𝑅𝑅 ≠ 	1

5. If estimate is many standard deviations from zero, 
bingo!  We may have found a true causal effect.

7. (Now try to understand the underlying biology.)

3. Deal with potential confounders – careful data 
quality control and handle population structure.

6. Does it replicate in other studies, or have other 
corroborating evidence?

Is it convincing?



Each dot represents DNA from one individual.
X axis = image intensity for 1st  allele probe
Y axis = image intensity for 2nd allele probe

B/B

A/B

A/A

Or this if you’re less lucky:

B/B?
A/B?

A/A?

?

?

Small genotyping errors in cases or controls 
could easily confound the study

For each SNP, you get back this:

A microarray gives you intensities, not genotypes



Supplementary Figure 16 | Workflow for the WTCCC. Initial DNA processing, QC and tracking steps were 
undertaken at the Wellcome Trust/JDRF Diabetes and Inflammation Laboratory (DIL) and the Wellcome Trust 
Sanger Institute (WTSI) in the United Kingdom.  Re-arrayed plates of DNA were shipped to Affymetrix in the 
United States for outsourced genotyping.  Raw intensity information from the Affymetrix platform was shipped 
back to the UK for genotype calling (CHIAMO) by the WTCCC Design and Analysis Group (DAG).  The size 
and volume of this information exceeded the capacity for transfer over the internet and necessitated shipping of 
physical hard disks.  The BRLMM and DM genotype calls were not used by the WTCCC, but are shown to 
emphasize their availability for external access via the Data Access Committee.

a) b)

c) Supplementary Figure 17 | The genotyping calling 
challenge. Scatter plots of normalized probe intensities 
for each individual, coloured by the CHIAMO genotype 
call for that individual, with each collection shown in a 
separate plot.  We refer to these as “cluster plots”. 
Homozygotes for the two different alleles are in blue 
and red, and heterozygotes in green. Genotypes called 
missing are shown as grey crosses. Note that the density 
of each genotype cloud is high and that samples on the 
exclusion list are not plotted.  Panel a) shows a SNP 
with well-separated clusters for which genotype calling 
was successful, with each cluster being correctly 
labelled with its corresponding genotype. Panel b) 
shows a SNP for which genotype calling is more of a 
challenge, due to the clusters being close together. 
Nevertheless, the clusters have been correctly called, but 
with some of the samples that lie on the boundaries 
between clusters being called as missing (they are 
shown as grey crosses). Panel c) shows a SNP for which 
genotype calling is problematic, due to two clusters 
being very close together but separated from the third 
cluster. While the clusters have been correctly called, 
many samples with signals lying between the two 
adjacent clusters are called as missing, causing bias in 
allele frequency estimates.
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The authors developed a genotype calling 
algorithm to turn these data (intensities, X 
and Y axis) into genotype calls (colours).  
Samples lying outside clusters, or in 
overlapping clusters, would be called as 
missing.  (NB. Nowadays most studies use off-the-shelf 
algorithms for this.)

In particular cases and controls were 
jointly called.

An algorithm is needed to call genotypes

G
g

Genotyping 
process



Supplementary Figure 18 | Individual missing 
data and heterozygosity. Scatter plot of the 
proportion of SNPs called heterozygote (x-axis) 
against the proportion called missing at a posterior 
probability threshold of 0.9 (y-axis) for each 
individual in the study. Dotted lines delimit the 
threshold used for exclusion of individuals from 
further analysis.

a) b)

Supplementary Figure 19 | Missing data and heterozygosity per SNP. a) Histogram of proportion of 
individuals called missing for each SNP (i.e with posterior probability < 0.9)  b) Scatter plot of the proportion of 
individuals called heterozygote (x-axis) against the proportion called missing at a posterior probability threshold 
of 0.9 (y-axis) for each SNP assayed. The dotted line shows the threshold over which a SNP was excluded from 
further analyses.
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Proportion heterozygous calls

 

 
 
 

a) Percent discordance 
 Illumina filtering Illumina and CHIAMO filtering  
BRLMM vs. Illumina 0.60 0.35  
CHIAMO vs. Illumina 0.37 0.22  
BRLMM vs. CHIAMO 0.39 0.18  
  
b) Percent missing data 
 Illumina filtering Illumina and CHIAMO filtering Study-wide
BRLMM 0.79 0.63 0.7 
CHIAMO 0.60 0.33 0.3 
Illumina 0.57 0.54 --- 

 
Supplementary Table 3 | Agreement of genotype calls. Percent discordance and percent 
missing data (the percentage of genotypes for which an algorithm could not make a call with high 
certainty) for BRLMM, CHIAMO, and Illumina calling algorithms. The CHIAMO and BRLMM 
calls were made on Affymetrix 500K intensity data, and the Illumina calls were made on the 
Infinium platform for the same individuals from the 58C collection (Typed as part of WTCCC 
non-synonymous study, see www.wtccc.org.uk). Results are shown for 1,489 SNPs and 1,456 
individuals that passed Illumina filters, and for 1,396 SNPs and 1,444 individuals that passed 
additional CHIAMO filters. Study-wide missing data figures are for 453,509 CHIAMO-filtered 
SNPs, of which the 1,396 used in the Illumina comparison are a subset. 
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Total 
58C 9 0 4 6 4 1 24 

UKBS 8 0 5 14 0 15 42 
BD 30 0 0 9 77 13 129 

CAD 41 1 0 13 2 5 62 
CD 43 4 6 54 131 18 256 
HT 29 0 0 2 6 11 48 
RA 47 1 0 26 53 9 136 
T1D 7 2 1 18 6 3 37 
T2D 36 1 0 11 16 11 75 
Total 250 9 16 153 295 86 809 

 
Supplementary Table 4 | Exclusion summary by collection. Six filters were applied for sample 
exclusion: 1. SNP call rate < 97% (missingness). 2. Heterozygosity > 30% or < 23% across all 
SNPs. 3. External discordance with genotype or phenotype data. 4. Individuals identified as 
having recent non-European ancestry by the Multidimensional Scaling analysis (see Methods). 5. 
Duplicates (the copy with more missing data was removed) 6. Individuals with too much IBS 
sharing (>86%); likely relatives. Where individuals could be excluded for more than one reason, 
they appear in the leftmost such column. 
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Supplementary Figure 5 | Multidimensional 
Scaling (MDS). WTCCC and HapMap
samples plotted for the first two principal 
components obtained by multidimensional 
scaling of a matrix of pairwise IBS values 
between samples. Samples near the YRI cluster 
were subsequently identified in sample records 
as Afro-Caribbean; the large cluster one-third 
of the way between CEU and CHB+JPT were 
subsequently identified as South Asian 
(India/Pakistan).  Samples showing evidence of 
non-European ancestry were excluded from 
further analyses (grey crosses).
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To avoid confounding by population 
structure, the samples were all 
supposed to be from the United 
Kingdom, and with European ancestry.  

They used a method called principal 
components analysis to detect 
ancestry against the HapMap project 
samples.  Some non-European ancestry 
individuals had been typed.

153 individuals were excluded on this 
basis.
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Population 
structure

Case/control 
sampling

PCA computes genome-wide relationships 
between samples and then looks for directions of 

greatest variation.  Since relatedness typically 
decreases with geographic distance, principal 

components typically reflect geography.



They also excluded 25,567 SNPs 
from the study for
- High missing data rates
- Deviation from Hardy-

Weinberg equilibrium (lecture 
1) in controls

- Frequency differences between 
the two control groups

- And they visually inspected 
cluster plots for remaining SNPs

If there are few true signals, and if we have removed confounders – then P-values should largely 
come from a uniform distribution - they should lie on the diagonal.

Before SNP 
exclusions After SNP 

exclusions

After visually inspecting 
cluster plots for 

remaining associated 
SNPs

Using quantile-quantile plots to assess residual confounding

(Blue dots)… and after 
removing remaining 

strongly-associated regions 
that they claim to be real



Anatomy of a GWAS – what to look for

N=2,000 cases and 
3,000 controls

Genotyped at 500k 
SNPs

Have they done adequate 
data quality control?  
Have they dealt with 

possible confounders?

Did they find anything 
with strong evidence?

What about biology?

1. Collect as many cases and controls as possible

2. Genotype (or impute) them at as many variants 
across the genome as possible

4. Estimate relative risks, and look for statistical 
evidence that of 𝑅𝑅 ≠ 	1

5. If estimate is many standard deviations from zero, 
bingo!  We may have found a true causal effect.

7. (Now try to understand the underlying biology.)

3. Deal with potential confounders – careful data 
quality control and handle population structure.

6. Does it replicate in other studies, or have other 
corroborating evidence?

Is it convincing?
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The study found 25 
associations at their nominal 
P-value threshold.

Twelve of these provided 
replication of previously 
implicated variants.  
Thirteen were new 
associations.

The traits clearly differ in 
their genetic architecture

Some SNPs were associated 
with some evidence with 
multiple traits (mainly for 
the autoimmune diseases).

Bipolar disorder

Coronary artery disease
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Effect sizes were generally modest

E.g. across the 9 associations with 
Crohn’s disease, the maximum 
estimated odds ratio was 1.54, 
(similar to the O blood group 
example)

(A strong effect with Type 1 Diabetes was observed in 
the MHC locus)  

Zooming into these associations vies 
us a more detailed picture of the 
regional association – here shown 
for the strong association on 
chromosome 5.



Zooming in to a GWAS ‘hit’ plot
Sometimes called a ‘locus zoom’ plot.  Here are some things to look for:

Regional genes

Position of SNPs in the reference 
genome assembly

The 
recombination 
rate, here as 
estimated by 

HapMap

Evidence for association 
with each SNP

(-log10 P-value or log10 
Bayes factor)

Delineation of association 
region boundaries (usually 

based on heuristics)

Signal ought to follow 
LD patterns.  In 

particular ought to 
drop off near 

recombination 
hotspots

Black points were 
typed, grey points 
were imputed from 

HapMap



recently detected signal65. Finally, strong association with a cluster of
SNPs around rs17234657 (P5 2.13 10213) within a 1.2Mb gene
desert on chromosome 5p13.1, recapitulates the finding of a recent
GWA study66.

The current study identifies four further new strong association
signals in CD, located on chromosomes 3p21, 5q33, 10q24 and 18p11
(Table 3; Fig. 5). Successful replication for all four loci is reported
elsewhere23.

The first of these includes several SNPs around IRGM (immunity-
related guanosine triphosphatase; the human homologue of the
mouse Irgm/Lrg47), the strongest signal being at rs1000113 (P5

5.13 1028). IRGM encodes a GTP-binding protein which induces
autophagy and is involved in elimination of intracellular bacteria,
including Mycobacterium tuberculosis67. Reduced function and/or
activity of this gene would be expected to lead to persistence of
intracellular bacteria, consistent with existing models of CD patho-
genesis57 and the recent ATG16L1 association64 (see above).

The second novel CD association is seen at rs9858542 (P5
7.73 1027), a synonymous coding SNP within the BSN (bassoon)
gene on chromosome 3p21. BSN is thought to encode a scaffold
protein expressed in brain and involved in neurotransmitter
release; a more plausible regional candidate is MST1 (macrophage

Table 4 | Regions of the genome showing moderate evidence of association
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BD 2p25 11.94–12.00 rs4027132 1.313 10205 9.683 10206 3.07 2.84 A G 1.39 (1.19–1.64) 1.51 (1.27–1.79) 0.459 0.414
BD 2q12 104.41–104.58 rs7570682 3.11 3 10206 1.643 10205 3.68 3.23 A A 1.23 (1.09–1.40) 1.64 (1.28–2.12) 0.214 0.255
BD 2q14 115.63–116.11 rs1375144 2.43 3 10206 1.313 10205 3.80 2.92 A G 1.32 (1.07–1.63) 1.59 (1.29–1.96) 0.337 0.291
BD 2q37 241.23–241.28 rs2953145 1.11 3 10205 6.573 10206 3.22 3.50 C G 1.84 (1.31–2.58) 2.14 (1.53–2.98) 0.226 0.189
BD 3p23 32.26–32.33 rs4276227 4.57 3 10206 2.623 10205 3.52 3.04 C T 1.20 (0.99–1.46) 1.49 (1.23–1.81) 0.371 0.326
BD 3q27 184.29–184.40 rs683395 2.30 3 10206 5.113 10206 3.87 3.73 G G 1.47 (1.26–1.71) 1.30 (0.69–2.46) 0.080 0.109
BD 6p21 42.82–42.86 rs6458307 3.43 3 10201 4.353 10206 20.80 2.84 T T 0.84 (0.75–0.96) 1.39 (1.13–1.69) 0.312 0.321
BD 8p12 34.22–34.61 rs2609653 6.86 3 10206 - 3.44 3.21 C C 1.43 (1.19–1.71) 3.62 (1.26–10.44) 0.052 0.074
BD 9q32 114.31–114.39 rs10982256 8.80 3 10206 4.413 10205 3.23 2.37 T C 1.26 (1.08–1.47) 1.47 (1.24–1.74) 0.471 0.425
BD 14q22 57.17–57.24 rs10134944 3.21 3 10206 6.893 10206 3.73 3.59 T T 1.45 (1.24–1.68) 1.32 (0.74–2.33) 0.086 0.115
BD 14q32 103.43–103.62 rs11622475 2.10 3 10206 8.143 10206 3.87 3.24 C T 1.13 (0.89–1.44) 1.47 (1.17–1.86) 0.300 0.256
BD 16q12 51.36–51.50 rs1344484 1.64 3 10206 1.033 10205 3.94 3.41 T C 1.24 (1.03–1.48) 1.52 (1.27–1.82) 0.402 0.353
BD 20p13 3.70–3.73 rs3761218 4.43 3 10205 6.713 10206 2.58 3.18 T C 0.97 (0.81–1.15) 1.31 (1.09–1.57) 0.397 0.356
CAD 1q43 236.77–236.85 rs17672135 1.04 3 10204 2.353 10206 2.36 3.88 T C 0.70 (0.61–0.81) 1.32 (0.79–2.22) 0.134 0.108
CAD 5q21 99.98–100.11 rs383830 5.72 3 10206 1.343 10205 3.49 3.26 T A 1.60 (1.16–2.21) 1.92 (1.40–2.63) 0.220 0.182
CAD 6q25 151.34–151.42 rs6922269 6.33 3 10206 1.503 10205 3.38 3.14 A A 1.17 (1.04–1.32) 1.65 (1.32–2.06) 0.253 0.294
CAD 16q23 81.72–81.79 rs8055236 9.73 3 10206 5.603 10206 3.28 3.59 G T 1.91 (1.33–2.74) 2.23 (1.56–3.17) 0.198 0.162
CAD 19q12 34.74–34.78 rs7250581 9.12 3 10206 2.503 10205 3.30 2.87 G A 1.06 (0.79–1.43) 1.40 (1.05–1.86) 0.220 0.182
CAD 22q12 25.01–25.06 rs688034 6.90 3 10206 3.753 10206 3.33 3.15 T T 1.11 (0.98–1.25) 1.62 (1.34–1.95) 0.310 0.355
CD 1q24 169.53–169.67 rs12037606 1.79 3 10206 1.093 10205 3.89 3.35 A A 1.22 (1.07–1.40) 1.52 (1.28–1.82) 0.388 0.438
CD 5q23 131.40–131.90 rs6596075 5.40 3 10207 3.193 10206 4.54 4.01 C G 1.55 (1.00–2.39) 2.06 (1.35–3.14) 0.166 0.127
CD 6p22 20.83–20.85 rs6908425 5.13 3 10206 1.103 10205 3.55 3.38 C T 1.63 (1.18–2.25) 1.95 (1.43–2.67) 0.230 0.190
CD 6p21 32.79–32.91 rs9469220 8.65 3 10207 2.283 10206 4.19 3.92 A A 1.14 (0.98–1.32) 1.52 (1.28–1.79) 0.481 0.534
CD 6q23 138.06–138.17 rs7753394 4.42 3 10206 2.593 10205 3.52 2.99 C C 1.21 (1.04–1.40) 1.48 (1.25–1.76) 0.482 0.531
CD 7q36 147.62–147.70 rs7807268 6.89 3 10206 4.423 10206 3.33 3.58 G G 1.38 (1.20–1.60) 1.47 (1.24–1.74) 0.462 0.509
CD 10p15 38.52–38.57 rs6601764 2.56 3 10206 8.953 10206 3.74 3.01 C C 1.16 (1.01–1.33) 1.52 (1.28–1.80) 0.408 0.458
CD 19q13 50.89–51.07 rs8111071 6.14 3 10206 1.753 10205 3.48 3.29 G G 1.47 (1.25–1.73) 1.28 (0.56–2.88) 0.070 0.096
HT 1q43 235.67–235.79 rs2820037 5.76 3 10205 7.663 10207 2.54 3.99 T T 1.54 (1.03–2.31) 1.09 (0.74–1.62) 0.141 0.171
HT 8q24 140.17–140.35 rs6997709 7.88 3 10206 4.363 10205 3.32 2.60 G T 1.20 (0.94–1.52) 1.49 (1.18–1.89) 0.285 0.244
HT 12p12 24.86–24.95 rs7961152 7.39 3 10206 3.033 10205 3.29 2.51 A A 1.16 (1.01–1.32) 1.47 (1.25–1.74) 0.415 0.461
HT 12q23 100.52–100.58 rs11110912 9.18 3 10206 1.943 10205 3.27 3.11 G G 1.33 (1.18–1.51) 1.34 (0.96–1.86) 0.165 0.200
HT 13q21 66.90–67.04 rs1937506 9.23 3 10206 4.533 10205 3.25 2.85 G A 1.33 (1.04–1.69) 1.60 (1.26–2.02) 0.289 0.248
HT 15q26 94.60–94.67 rs2398162 7.85 3 10206 5.673 10206 3.33 3.40 A G 0.97 (0.76–1.25) 1.31 (1.03–1.67) 0.258 0.218
RA 1p36 2.44–2.77 rs6684865 5.37 3 10206 3.143 10205 3.47 2.97 G A 1.27 (1.02–1.56) 1.54 (1.25–1.90) 0.338 0.294
RA 1p31 80.16–80.36 rs11162922 1.80 3 10206 - 4.11 3.80 A G 1.27 (0.41–4.01) 2.00 (0.64–6.20) 0.072 0.048
RA 4p15 24.99–25.13 rs3816587 7.65 3 10203 9.253 10206 0.50 2.64 C C 0.91 (0.80–1.04) 1.35 (1.14–1.59) 0.406 0.434
RA 6q23 138.00–138.06 rs6920220 4.99 3 10206 1.583 10205 3.49 3.17 A A 1.20 (1.06–1.36) 1.72 (1.33–2.22) 0.223 0.263
RA 7q32 130.80–130.84 rs11761231 1.74 3 10206 2.653 10206 3.92 3.42 C T 1.44 (1.19–1.75) 1.64 (1.35–1.99) 0.375 0.327
RA 10p15 6.07–6.16 rs2104286 7.02 3 10206 2.523 10205 3.37 2.57 T C 1.41 (1.10–1.81) 1.68 (1.31–2.14) 0.286 0.244
RA 13q12 19.845–19.855 rs9550642 8.44 3 10206 3.903 10205 3.35 3.02 A A 1.34 (1.15–1.56) 2.23 (1.21–4.13) 0.084 0.112
RA 21q22 41.430–41.465 rs2837960 3.45 3 10202 1.683 10206 0.05 2.70 G G 0.95 (0.83–1.08) 2.30 (1.64–3.23) 0.171 0.188
RA 22q13 35.870–35.885 rs743777 7.92 3 10206 1.153 10206 3.29 3.52 G G 1.09 (0.97–1.24) 1.72 (1.40–2.11) 0.292 0.336
T1D 1q42 221.92–222.17 rs2639703 8.46 3 10206 1.743 10205 3.25 3.06 C C 1.15 (1.02–1.30) 1.61 (1.31–1.99) 0.276 0.318
T1D 4q27 123.02–123.92 rs17388568 5.01 3 10207 3.273 10206 4.42 3.89 A A 1.26 (1.11–1.42) 1.58 (1.27–1.95) 0.260 0.307
T1D 5q14 86.20–86.50 rs2544677 8.23 3 10206 4.433 10205 3.32 2.70 C G 1.34 (1.00–1.79) 1.65 (1.24–2.18) 0.242 0.204
T1D 5q31 132.64–132.67 rs17166496 6.06 3 10201 5.203 10206 20.97 3.25 C G 0.77 (0.68–0.87) 1.09 (0.92–1.29) 0.391 0.386
T1D 10p15 6.07–6.18 rs2104286 7.96 3 10206 4.323 10205 3.31 2.88 T C 1.30 (1.02–1.65) 1.57 (1.25–1.99) 0.286 0.245
T1D 12p13 9.71–9.80 rs11052552 1.02 3 10204 7.243 10207 2.22 3.80 G T 1.49 (1.28–1.73) 1.43 (1.21–1.69) 0.486 0.446
T1D 18p11 12.76–12.91 rs2542151 1.89 3 10206 1.163 10205 3.91 3.52 G G 1.30 (1.15–1.47) 1.62 (1.17–2.24) 0.163 0.201
T2D 1p31 66.04–66.36 rs4655595 2.68 3 10206 1.333 10205 3.81 3.47 G G 1.37 (1.17–1.59) 2.33 (1.23–4.42) 0.080 0.108
T2D 2q24 160.90–161.17 rs6718526 2.40 3 10206 1.163 10205 3.86 3.35 C T 1.49 (1.05–2.11) 1.86 (1.32–2.63) 0.209 0.171
T2D 3p14 55.24–55.32 rs358806 4.77 3 10201 3.053 10206 20.83 2.72 A A 0.86 (0.75–0.97) 1.78 (1.34–2.36) 0.198 0.204
T2D 4q27 122.92–123.02 rs7659604 2.1 3 10202 9.423 10206 0.13 2.74 T T 1.35 (1.19–1.54) 1.09 (0.91–1.30) 0.380 0.403
T2D 10q11 43.43–43.63 rs9326506 7.78 3 10206 2.993 10205 3.27 2.92 C C 1.28 (1.11–1.48) 1.46 (1.24–1.72) 0.492 0.538
T2D 12q13 49.50–49.87 rs12304921 5.37 3 10202 7.073 10206 20.09 2.68 G G 2.50 (1.53–4.09) 1.94 (1.20–3.15) 0.145 0.159
T2D 12q15 69.58–69.96 rs1495377 1.31 3 10206 6.523 10206 4.01 3.15 G G 1.28 (1.11–1.49) 1.51 (1.28–1.78) 0.497 0.547
T2D 15q24 72.24–72.50 rs2930291 7.72 3 10206 4.403 10205 3.30 2.42 G A 1.25 (1.04–1.51) 1.50 (1.24–1.82) 0.377 0.332
T2D 15q25 78.12–78.36 rs2903265 9.57 3 10206 4.983 10205 3.24 2.53 G A 1.18 (0.93–1.49) 1.47 (1.17–1.86) 0.284 0.243

Regions with at least one SNP with a P value of greater than 5 x 1027 and less than 1 x 1025 for either the trend or the genotypic test. Columns as for Table 3. Cluster plots for each SNP have been
inspected visually. Positions are inNCBI build-35 coordinates. Genotypic P valueswere not calculated for SNPswith the lowestMAFs owing to lownumbers of rare-allele homozygotes and sensitivity
to genotype calling errors.
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The results above used a P-
value threshold of P < 5×10!"

They also reported a longer list 
of association at lesser levels of 
evidence (P < 5×10!").  Many 
of these must be real as well. 

How much statistical evidence 
do we really need?  How did 
they choose a good threshold?



odds associated P < 𝛼 =
statistical power

𝛼 × prior odds

How to choose a P-value threshold

They reasoned like this:  Based on what we know from HapMap, there are maybe 1 
million ‘LD blocks’ in the human genome.  Suppose maybe 10 of them, or so, are 
associated with the trait.  Then the prior chance of association for a randomly chosen 
region (i.e. chosen ‘hypothesis free’) will be 10 in a million, i.e. plausibly

Many GWAS use a more stringent 𝛼 = 5×10!#  threshold, while still others attempt to 
directly estimate the above (c.f. ‘False discovery rate’ methods).

This was a good choice!  All of their associations have subsequently replicated in larger 
studies.

Prior odds = 1×10!$

=> If the statistical power is 50%, say, then setting 𝜶 = 𝟓×𝟏𝟎!𝟕 will give a posterior 
odds of 10 to 1.

before we see any data.

For a P-value threshold 𝜶 it works out that: 



se ≈
1

𝑁×𝑓 1 − 𝑓 ×𝜙(1 − 𝜙)

The statistical power says “how likely are we to detect a true effect”.  It is 
essentially determined by:

- The true effect size 𝛽 (which of course we don’t know beforehand)

- The standard error, which we do know approximately

- And  also the threshold 𝛼, which says ‘how many standard errors away from 
zero do we need?

Statistical power

power ≈ 𝑁×𝑓 1 − 𝑓 ×𝜙 1 − 𝜙 ×𝛽5

Sample size Genotype 
frequency

Ratio of cases to 
controls in study

The true, causal 
effect size



Anatomy of a GWAS – what to look for

N=2,000 cases and 
3,000 controls

Genotyped at 500k 
SNPs

Have they done adequate 
data quality control?  
Have they dealt with 

possible confounders?

Did they find anything with 
strong evidence?

What about biology?

1. Collect as many cases and controls as possible

2. Genotype (or impute) them at as many variants 
across the genome as possible

4. Estimate relative risks, and look for statistical 
evidence that of 𝑅𝑅 ≠ 	1

5. If estimate is many standard deviations from zero, 
bingo!  We may have found a true causal effect.

7. (Now try to understand the underlying biology.)

3. Deal with potential confounders – careful data 
quality control and handle population structure.

6. Does it replicate in other studies, or have other 
corroborating evidence?

Is it convincing?



Summary
• GWAS is a very simple study design in principle - just genotyping a lot of cases 

and controls, and test for association.  The hard parts are in the implementation 
details

• In the early 2000’s, The HapMap and other projects enabled the first GWAS by 
mapping SNPs genome-wide, and describing human haplotype variation.and 
patterns of LD.  High-throughput genotyping microarray technology was 
developed to type these SNPs.

• The WTCCC was one of the first large GWAS studies.  It provided compelling 
evidence that the ‘common variant, common disease’ hypothesis really holds.

• Although the overall design is simple, we are looking for small differences in risk 
between cases and controls (often RR = 1.5 or smaller).  Consequently a lot of 
careful work is needed to ensure there is no subtle confounding – e.g. from 
sample collection, genotyping and data quality issues, or environmental 
covariates.



Lecture outline

• Why GWAS?  Heritability & genetic architecture

• Testing for association

• What to genotype, and how?  LD and the HapMap 
study

• A real GWAS study: WTCCC

• The challenge of understanding biology



Bipolar disorder

Coronary artery disease

Crohn’s Disease

Hypertension

Rheumatoid arthritis

T1D

T2D

We have clearly 
learned something 
about the biology of 
these traits. 

What about the 
underlying causal 
variants?



No genes under the main 
association signal!

The challenge of understanding biology



Association observed with 
CAD over a ~100kb region of 
chromosome 9.  This is 
unquestionably a real 
association (it has been 
replicated in several 
independent studies).

The functional mechanism of 
this association is not fully 
solved; it probably involves 
regulation of expression of the 
two nearby genes CDKN2A/B.

Neither gene was an obvious 
candidate beforehand - thus, this 
association does point to novel 
biology.

Harismendy et al Nature 2011; Almontishari, et al JACC 2013; Almonitishari et al, Circulation 2015  

Biology is complicated



This association with Type 2 Diabetes turned out to be through a 
second, related trait (obesity), again unquestionably a real effect.
But as of 2018 the functional mechanism remains unclear.  
Expression of FTO is known to affect obesity, but the SNPs may also 
affect expression of another gene, IRX3, 200kb away.

Smemo et al, Nature 2014

FTO
IRX3



CD is suggested by a ls of 17–35 and by twin studies that contrast
monozygotic concordance rates of 50% with only 10% in dizygotic
pairs58,59.

A number of CD-susceptibility loci have previously been defined,
and all of these generate strong signals in our data (Table 2). In 2001,
positional cloning identified CARD15 (caspase recruitment domain
family, member 15; NOD2) as the first confirmed CD-susceptibility
gene60,61. In the present study, this locus is represented by rs17221417
(P5 9.43 10212). A second association, on chromosome 5q31 (ref.
62) has been widely replicated, although the identity of the causative
gene is disputed owing to extensive regional linkage disequilibrium63.
Here, the previously described risk haplotype is tagged by rs6596075
(P5 5.43 1027).

More recent studies have identified four further CD-susceptibility
loci, all of which are strongly replicated in the present study.
The association between CD and SNPs within IL23R (interleukin
23 receptor)63 is here represented by a cluster of associated SNPs,
including rs11805303 (P5 6.53 10213). The strongest signal for
CD in the present scan (at rs10210302; P5 7.13 10214) maps to
the ATG16L1 (ATG16 autophagy related 16-like 1) gene and is in
strong linkage disequilibrium (r25 0.97) with a non-synonymous
SNP (T300A, rs2241880) associated with CD in a German non-
synonymous SNP scan64. The third is a locus at chromosome
10q21 around rs10761659 (P5 2.73 1027) and represents a non-
coding intergenic SNP mapping 14-kb telomeric to gene ZNF365
and 55-kb centromeric to the pseudogene antiquitin-like 4—a
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from the hit SNP. Lower panel, known genes, and sequence conservation in 17 vertebrates. Known genes (orange) in the hit region are listed in the upper right
part of each plot in chromosomal order, starting at the left edge of the region. The top track shows plus-strand genes and themiddle track showsminus-strand
genes. Sequence conservation (bottom track) scores are based on the phylogenetic hidden Markov model phastCons. Highly conserved regions (phastCons
score$600) are shown in blue. Information inmiddle and lower panels is taken from theUCSCGenome Browser. Positions are inNCBI build-35 coordinates.
See Supplementary Information on ‘signal plots’.
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This pattern has turned out to be typical. It has generally proven extremely 
hard to narrow down GWAS associations to underlying ‘causal’ variants.

LD is a double-edged sword.

Next lecture: we will look at this.



How to read a GWAS - checklist

What is the sample size?

How are the samples genotyped?  Are cases and 
controls typed in the same way?

What have the authors done to deal with potential 
confounders - good data quality control?  Population 
structure?  Is it convincing?

Do the results look sensible?  Are the effect sizes reasonable?  How strong is 
the evidence?

Does the signal replicate?

Does the association follow patterns of LD?

If all the above seem fine - what genes are nearby?  Can you figure out biology?



Consolidation question

GWAS of multiple 
sclerosis (2011) 
9772 cases, 17,376 
controls from across 
Europe

www.well.ox.ac.uk/wtccc2/ms/
(I think this requires the trailing /)

Visit the above site and make sure you understand what is shown.   Pick a signal and try to work 
out
- What is the estimated effect size?
- How strong was the evidence?
- Did it replicate?
- Does the association signal look sensible – does it follow LD patterns, and do the cluster plots 

look sensible?
- Can you figure out what the nearby genes do?  (Warning: this can be a time sink!)

Bonus question: read the paper and try to figure out the questions on the checklist.  

http://www.well.ox.ac.uk/wtccc2/ms/
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